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Abstract - Under current European data protection law 

and the approach of the European Commission regarding 

artificial intelligence (AI) development, the principle of 

transparency and explainability by design are essential to 

protect the data subject's rights and generate confidence in 

AI systems. However, a closer look reveals that the legal 

approach ignores limitations of the transparency principle in 

the practical application of automated-decision making 

systems. Current transparency rules also require a high 

standard of transparency in automated decisions due to its 

potential risks.  

This paper seeks to analyze the scope of the principle of 

transparency and its limitations in the practical field, 

suggesting a division of data subjects to provide automated 

decision-making explanations according to their level of 

expertise to reach the transparency principle's goal: user 

understanding. The paper will address the semantic 

discussion of whether this objective is achieved through 

interpretability, explainability, accountability or, 

transparency in the broad sense. It also maps out the analysis 

about guidance to address transparency through a 

certification mechanism, contestability by design, or 

supplementary post hoc explanations in AI systems. 

Keywords - Transparency; Explicability; Automated 

decision-making; Opacity; GDPR; Artificial intelligence; 

Design. 

I. INTRODUCTION 

The study about AI has been significant since 1956 [1] 
[2] when John McCarthy coined the term at the Dartmouth 
Conferences [1]. Posterior development about AI at 
Dartmouth College represents the beginning of AI as a 
knowledge area. The contemporary AI systems work with 
decision mechanisms based on Big Data synthesized in 
complex models. Due to their level of complexity, some 
models are not accessible for humans, therefore considered 
black boxes [3]. 

Today, the public concern regarding AI is its opacity. 
The explanation of AI's behaviour through methods that 
experts can understand or in clean and plain language is 
known as Explainable Artificial Intelligence (XAI) [4]. It 
responds to the opacity concerns of algorithmic reasoning 
by seeking transparent or "explainable AI" [5]. 
Furthermore, the European Commission indicates 
trustworthiness as a prerequisite for AI uptake, highlighting 
transparency and accountability among the seven key 
requirements for building an ecosystem of trust [6]. The 
mentioned requirements have been developed by the High-
Level Expert Group on Artificial Intelligence (AI HLEG) 
[7] in the Ethics Guidelines for Trustworthy AI and the 

Assessment list for Trustworthy Artificial Intelligence 
(ALTAI) [8]. 

The management of Big Data for governance and 
commercial use requires a clear regulatory framework that 
protects the right to privacy and a guideline that monitors 
how the algorithms work so that automated decisions are 
practical and can positively impact society.  

Automated Decision-Making (ADM) algorithms are 
already broadly used in different societal contexts [9] and 
potentially impact individual's fundamental rights and 
freedoms. To protect privacy, the General Data Protection 
Regulation (GDPR) considers automated decision-making 
rules based on data provided directly by the individuals 
concerned, data observed about the individuals, and derived 
data such as an already created profile of the individual. It 
also obliges the controller to take suitable measures to 
guard data subject's rights, freedom, and legitimate 
interests, ensuring the right not to be subject to decisions 
based solely on automated processing, with no human 
involvement [10]. 

Although ADM is usually defined as an algorithm or as 
AI [11], AI is a form of algorithmic decision-making, but 
not all ADM systems are based on AI [12]. The present 
research refers to the scope of the provisions regulating 
ADM based on personal data that can affect the data subject 
and are not solely automated since contestability by design 
only apply to semi-automated decisions. 

 

The EU's Declaration of cooperation on Artificial 
Intelligence (AI), the Commission's Communication 
Artificial Intelligence for Europe, its AI HLEG focused on 
AI, the European Parliament's resolution on robotics, and 
the European Economic and the Social Committee's 
opinion on AI, they all claim that the goal of AI is to 
“simultaneously maximize the benefit to society, help 
business, spur innovation and encourage competition.” [13] 
However, the concern over using ADM systems based on 
AI predictions persists. 

In recent years there have been some alarming cases 
about the intrusion of ADM systems into the personal 
sphere: 

1. the automated processing of traffic offenses in 
France [13]; 

2. the preselection of job applicants by ADM in the 
first stages of recruitment, to which 70% of applicants are 
subject to the United States and the United Kingdom, and 
the same policy beginning in Germany; 
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3. the automated process of allocating health 
treatment in the public system in Italy [13]; 

4. the automated identification of vulnerable 
children in Denmark [13];  

5. the function of social media platforms [14] 
deciding what content is interesting for each user every day 
[15]. 

The field of law has also been a source of concern due 
to the possibility of hiring an AI attorney [16] and public 
policies regarding prisoner's freedom [17]. As automated 
decisions impact our lives, there is a need for a practical and 
global guideline for applying transparency in ADM 
systems, covering the legal, ethical, and 
technical/computational spectrum of algorithmic work. The 
binding nature of the guideline could only be achieved 
through its adoption in each jurisdiction and international 
cooperation, as has already been evidenced in the EU-U.S. 
Privacy Shield. Although several guidelines have been 
developed and different provisions indicate the obligation 
to comply with transparent processing from the AI design 
stage, the characteristics of information issuance differ 
depending on the type of data subject requiring the 
information.  

Given that the concept of transparency adopted in this 
chapter is that of the reciprocal relationship between the 
sender and receiver of the information, the data subject 
should also be divided into two categories (expert and non-
expert users), depending on their level of expertise on the 
ADM system-related topic of the specific program. 

II. THE CONCEPT OF TRANSPARENCY 

Taking as a basis the relational notion provided by 
Meijer [18], transparency demands a relation between an 
agent and a recipient. This notion applies to both the 
transparency and the accountability principle since the 
communication in the relationship agent- recipient 
involves, in addition to the issuance of information, its 
proper reception, and understanding [18]. As transparency 
and accountability reinforce each other, this paper 
discusses transparency in ADM systems, concluding that 
accountability strategies are essential to ensure 
transparency in those. 

The concept of transparency cannot be reduced to the 
simple communication of information. It also encompasses 
accountability to help identify strategies to improve 
communication. That is the detailed explanation of 
decisions to satisfy the understanding of the data subjects 
or stakeholders, including data on the functioning of the 
systems [19]. 

To comply with the relational function of transparency, 
which requires data subjects truly understands the 
functioning of the process that goes from collecting data to 
making a decision that affects them, some guidelines on 
transparency have emerged. These guidelines also serve as 
a starting point for data processors or controllers to 
correctly apply personal data protection rules and comply 
with transparency principles. 

Even though some authors suggest that algorithmic 
transparency is only achievable through open-access 

schemes [20], this possibility would bring disadvantages 
that are developed below, and others assert that no 
algorithmic model can be transparent [20]. Users are asking 
for the rendering of information regarding their data and the 
automated decision-making process. This demand is 
reflected in the various searches for guidelines on 
transparency for responsible data management. 

A. Algorithm Transparency Guidelines 

Some guidelines, such as the Santa Clara's principles on 
Transparency and Accountability in Content Moderation 
[21] and the FACT principles [20], seek to reinforce the 
confidence of the data subject. They are based on an 
understanding of the results of specific algorithmic 
decisions [19], and focus on providing indisputable 
answers. 

Contrary to this can we find the EU-US Privacy Shield 
that, as explained in the EC report on Automated decision-
making based on personal data, that has been transferred 
from the EU to certified companies [22]. It is a framework 
for transfers of personal data between the EU and the US 
that provides protection more in line with EU data 
protection legislation. The Privacy Shield is based on a 
voluntary self-certification system whereby US companies 
agree to comply with a set of privacy principles, which 
become enforceable under US law. The Privacy Shield does 
not contain any principles that offer protections similar to 
those in Article 22 of the GDPR. However, in most data 
transfer cases, the contract for which the data transfer 
occurs establishes that the controller is subject to the GDPR 
[22]. Therefore, European legislation would also apply. 

Likewise, the Government of Canada provides a 
guideline, its Algorithmic Impact Assessment (AIA), 
which, according to the Directive Automated Decision-
Making, is a measure to evaluate AI that helps designers 
mitigate the risks associated with AI by transparently 
designing algorithms [23]. A practical guide that integrates 
a Transparency by Design model to design transparent AI 
systems was published in the paper Towards Transparency 
by Design for Artificial Intelligence [18] by the Science and 
Engineering Ethics journal. Its great advantage is to 
explain, in an orderly and concise manner, by phases, the 
process of application of the principles of transparency, 
employing a set of nine principles to cover "contextual, 
technical, informational, and stakeholder-sensitive 
considerations." However, its problem is common to the 
different guidelines: there is no precise technical instruction 
for applying the principles of transparency.  

On the other hand, the broader scope and generality of 
the Assessment List for Trustworthy AI [8] is the feature 
that makes it the most practical guide available. This is a 
guideline developed by the AI HLEG and established by 
the European Commission to promote trustworthiness on 
AI by addressing the concepts of Lawful AI, Ethical AI, 
and Robust AI. Its purpose is to ask for the accomplishing 
with seven key requirements to achieve trustworthy AI that 
can be implemented by technical or non-technical means. 
The guideline contains a non-exhaustive Trustworthy AI 
assessment list for operationalizing the key requirements. It 
addresses qualitative and quantitative processes and, allows 
its guidelines to have a broad scope of application, filling 
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gaps in the interpretation of the transparency principles, as 
required.  

B. Challenges of the Claim for Transparency 

concerning automated decision-making practices 

The principal concerns regarding machine learning 
algorithms are unfairness, discrimination, and opacity [24]. 
Accordingly, the objectives to be achieved are fairness, 
accountability, and transparency. 

The literature has pointed out problems associated with 
the ADM. The main concern, without which the others 
cannot be solved, is opacity, which can be countered with 
"transparency by design." Growing awareness of personal 
data's value and the adverse effects of automated decision's 
potential biases has led to a call to reduce or eliminate the 
effects of opacity. 

Burrel has categorized three types in ADM regarding 
opacity: intentional opacity, illiterate opacity, and intrinsic 
opacity. Intentional opacity is mitigated by the GDPR's 
regulation of the right to explanation; illiterate opacity 
responds to the relational notion of transparency already 
described: the lack of understanding of the information by 
the data subject though it has been released. The intrinsic 
opacity refers to the nature of the methods with which the 
ADM system works [24]. ADMs are decisions based on the 
predictions resulting from BigData collection and analysis 
through ML models or hand-crafted rules [12]. ML's most 
common methods, deep learning and artificial neural 
networks are hard to interpret, thus being considered 
opaque. 

In contrast, logical methods are more comfortable to 
interpret in natural language. Its disadvantage lies in its 
limited predictive performance. They are used mainly in 
high-risk data. One way to combat its opacity is to use 
machine learning models that are more transparent to 
humans [24].  

Unfortunately, there is an inverse correlation between 
the AI capability working with ML and its transparency 
level. Methods that can achieve high predictive 
performance are usually difficult to interpret1, and more 
transparent methods2 have a lower predictive performance 
[25, 26]. As acknowledged by the AI HLEG, “trade-offs 
might have to be made between enhancing a system's 
explainability (which may reduce its accuracy) or 
increasing its accuracy (at the cost of explainability)." [7]  

A widely mentioned solution to obtain algorithmic 
transparency is the openness of its source code. However, 
this solution has various disadvantages. Firstly, complete 
code openness may lead to an abuse of algorithms by 
malicious third parties. For this reason, transparent 
companies keep at least parts of their code closed to prevent 
abuse [20]. Secondly, it would affect trade secret protection 
and, in some cases, privacy law itself [24]. Finally, even 
with the disclosure of documentation, procedures, and 
code, if the relational concept of transparency is felt, thus 
the data subjects understanding is not achieved, this will not 
constitute transparency [20]. 

1 Support vector machines or artificial neural networks. 
2 Rule systems, linear regression, logistic regression or decision trees. 

In order not to sacrifice the predictive performance of 
AI systems, ways to make ML methods more transparent 
have been investigated, especially for systems that process 
sensitive data. Still, these methods have not been fully 
developed, making them not very applicable and unpopular 
[26].  

Another solution to increase transparency in ADM is 
for data controllers to consider group-related issues in 
applying the GDPR provisions on Data Protection Impact 
Assessments (DPIAs) to the ML algorithms explanations 
process [27, 28] due to the high risk of biases and 
discrimination posed by ADM. This can also be done by 
applying data protection by design principles at the design 
stage [28]. 

The nature of algorithmic autonomy makes it 
challenging to evaluate. Besides, algorithms and 
programming will advance at an ever-increasing rate. For 
this reason, algorithmic technical models are needed that 
allow a close relationship between the public and the 
algorithm. In this way, the transparency principle, the 
relevant guidelines, and data handling guidelines could be 
brought into line with practice. 

C. The Nature of the Black Box 

Machine learning is a subset of AI that can produce, 
from data sets, systems capable of building models and of 
improving themselves through experience, without the 
need for additional human programming [29] or monitoring 
[30, 31]. Predictive algorithms derive their rules from 
processed data. Some predictive algorithms models, such 
as neural networks, prevent a detailed examination of the 
data processing rules. Data processing systems working 
with machine learning can be observed by their input, 
output, and transfer characteristics [26], but they evolve in 
an opaque way so that programmers cannot inspect how the 
algorithm manages the data (the black box). There is, thus, 
a problem of transferring knowledge and opacity.  

Since the emerging of the AI study, the concept of 
opacity has changed considerably. In 1956, W. Ross Ashby 
claimed that everything we observe is a black box and that 
human intelligence can monitor the black box's inputs and 
outputs to make them white [32]. Some authors are 
skeptical about ADM's opacity concerns since human 
decision-making also has intrinsic bias and risks. After all, 
the human mind is also a black box [33].  

Neither HDM nor ADM can be inspected in-depth [5]. 
However, as stated in the White Paper on AI, the same AI 
bias could have a much more significant effect [6]. Thus, 
the imposition of a higher transparency standard to 
automated algorithmic decisions than HDM appears to be 
fair. 

The search for solutions to guarantee user privacy 
protection is based on accepting the biases of the ADM 
algorithms. As affirmed by Bozdag, and Naik, and Bhide 
[34–36], the theory of the lack of bias in algorithms 
contradicts what was demonstrated in research before and 
after their investigations. The AI HLEG has confirmed the 
existence of algorithmic bias and its unintentional effects in 
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its Ethics Guidelines for Trustworthy Artificial Intelligence 
[7]. 

D. The Idea of Total Transparency 

Absolute transparency is often defined as the ideal. 
However, the optimal level of transparency must be related 
to the communication between the data controller and the 
data subject [18]. Consequently, algorithmic transparency 
is limited by the type of user seeking an explanation [27]. 
Data subject's ignorance on computational and data 
importance makes ADM transparency challenging to assess 
[24, 37].  

The disclosure of more information than required by the 
data subject to have a higher level of transparency in the 
processing of personal data is not a problem, as long as the 
provision of the GDPR to communicate the data processing 
to the data subject in an exact way, to ensure their 
understanding, is complied with. It is considered essential 
to include educational measures as a tool for consumer 
advocacy and as a tool for citizen empowerment, in the case 
of ADM systems used in public administration, so that they 
can defend their rights. 

III. APPLICATION OF TRANSPARENCY PROVISIONS FOR AN 

EFFECTIVE COMMUNICATION WITH THE DATA SUBJECT 

In addition to the constitutional protection of privacy in 
western societies [18], at least 130 jurisdictions have a 
comprehensive data privacy law. Surprisingly, despite the 
complexity of privacy regulations, 80% of organizations 
are inclined to comply with them [38], as compliance 
positively affects organizations [39]. Regulations are 
different from one country to another. The regulations 
diversity challenges organization to abide by the laws of 
each country where they operate [40]. 

A. A European Union Based Approach 

As the European Union works on fostering fundamental 
freedoms and the rule of law at an international level [41], 
and as the GDPR is the pioneer legislation in 
comprehensive extra-territorial protection of data privacy, 
a study based on the EU provisions serves as a basis for the 
construction of international guidelines.  

Although transparency regarding data processing was 
already regulated in the Treaty on the European Union [42] 
and the Charter of Fundamental Rights of the European 
Union [43], the GDPR included it as a principle, ensuring 
data subjects can control their data. Transparency is 
mentioned in the GDPR in the rights of the data subject of 
chapter III regarding the data subjects' rights. Transparency 
is also addressed in art. 5, regarding the principle of 
lawfulness, fairness, and transparency. It contains the 
controller or data processor obligation to protect access to 
transparent data processing information for the data 
subject.  

Furthermore, recital 58, explains the transparency 
principle, and in recital 71, the importance of transparent 
processing of personal data in ADM algorithms. However, 
they are not legally binding [44]. Concluding, the controller 
or processor's legal obligation is to provide information in 

a "concise, transparent, intelligible, and easily accessible 
form, using clear and plain language." [10] 

Data controllers must explain separately and using 
unambiguous language the most important consequences of 
the data treatment: providing an overview of the types of 
processing that could have the most significant impact on 
the fundamental rights and freedoms of data subjects 
concerning the protection of their data [45].  

GDPR provisions relating to ADM systems, such as 
data protection by design, data protection impact 
assessments, corporate rules, and the appointment of a data 
protection officer, may provide the controller with 
guidance to identify risks directly and thus ensure 
minimum quality standards while safeguarding individual 
and, indirectly, group rights and freedoms [28]. Through 
their disclosure and access rights, data protection 
authorities can reinforce controller obligations by 
examining ADM processes and conducting data protection 
impact assessments during their audits [28], as seen in 
prominent cases such as Foodinho [46] and Deliveroo [47] 
in Italy, and Mercadona [48] in Spain.  

The transparency principle seeks to impulse the 
willingness of data collectors or processors to communicate 
with the data subject assertively. Some companies have 
announced the forthcoming communication policies [19].  

While the debate on GDPR has indicated challenges of 
achieving transparent ADM systems, different guidelines 
on transparency for responsible data management have 
been created in the industry, academics, and governments 
in the last years. In any case, the GDPR succeeds in 
reinforcing ADM system provider's awareness about data 
subject's rights and freedoms [28]. Consequently, 
transparency is a legal obligation that impacts AI 
algorithm's design to help individuals understand how the 
algorithm works to meet the GDPR's purpose. 

B. The Meaningless Transparency Paradigm 

The spectrum of data protection law in Europe is 
apprehensive. Transparency being considered a principle 
means that any event that is not expressly regulated must 
also comply with the transparency requirement. However, 
the application of the transparency principle is limited by 
detaching it from its practical meaning. Despite the best 
intents of the data controller, the complexity of the data 
processing carries a sort of inherent, practical obscurity 
from the perspective of the data subject if: 

1. There is a lack of understanding by the data subject: 
for this reason, the GDPR requires a clear explanation of 
the data processing [10]. Furthermore, the controller should 
not use a mathematical and elaborate explanation regarding 
data processing through machine learning. Instead, he 
should simplify the way the algorithm or machine learning 
works for the data subject [49].  

2. The public is not informed: the materialization of the 
principle of transparency requires the socio-technical 
component, in which transparency is valuable because it 
reaches a critical and informed public [20].  

Although the commissioner for Justice Vera Jourová 
announced more awareness among European citizens about 
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data protection, of the 60% of Europeans who read their 
privacy statements, only 13% read them thoroughly [50]. 
In the context of ADM, due to the way it works, we are 
faced with information that is more complicated to transmit 
since it must be translated from algorithmic language to 
natural language. As Kroll stated [51], transferring 
knowledge from the algorithm to the human would be done 
under algorithmic logic. Furthermore, the transfer of clear 
information about the algorithm's operation is especially 
problematic in domains where the tagged data is limited 
[52].  

Is greater transparency or greater information 
disclosure better to improve transparency and AI 
trustworthiness? Treating information disclosure as the 
ultimate goal does not appear sufficient for user's 
understanding of the decision-making process, at least 
regarding automated decisions. 

In addition to the obligation for data processing policies 
to be reported in an understandable way to the data subject, 
this information's importance and the data's value must be 
clear. It is, therefore, necessary to classify the types of users 
according to their level of expertise. If the user's particular 
needs are not addressed, transparency is not feasible, and 
we could be in a "meaningless transparency paradigm." 
[27]  

Beyond the reflection on the role of the data subject's 
interest in applying the principle of transparency, a dvision 
of the data subject between average knowledge users or 
non-expert and field expert users would allow practical 
strategies application of transparent provisions in ADM 
systems. 

IV. STRATEGIES FOR PRACTICAL APPLICATION OF 

TRANSPARENCY PROVISIONS IN ADM SYSTEMS FOR FIELD 

EXPERT USERS: ACCOUNTABLE ADM 

Three appealing strategies for ensuring transparency in 
ADM systems come through accountability: explainability 
or post hoc transparency, contestability by design, and 
certification mechanism. Although accountability is a 
different concept and principle, both - transparency and 
accountability - are complementary. 

A. Transparency Post Hoc: Explainability 

There are technical limits to AI transparency, which 
relate to its traceability. The traceability of the reasoning 
behind an automated decision requires the algorithm to be 
designed to make its decision-making process explainable 
without exposing the decision-making process [53]. 
Sometimes, it is impossible to decipher the black box of 
automated decision systems so that the algorithm's decision 
process is difficult to disclose from the design stage [18]. 
As described by Dr. David Leslie, a transparent AI implies 
the justifiability of both the processes involved in its design 
and application and its results. In a strict sense of the 
standard, ADM systems have justification if the design and 
implementation processes that went into the decision and 
the decision itself are ethically permissible, 
nondiscriminatory, and worthy of public trust [54].  

An ex-ante explanation of an automated decision may 
describe only the system's functionality. In contrast, an ex-

post explanation may address both the system's 
functionality and the reasoning for the specific decision 
[44]. 

Apart from this, one can think of relying on the powers 
that the GDPR grants to data protection authorities to fulfill 
their inspection duty. In case of a data protection audit, the 
authorities will have access to the DPIAs of any company 
or data processor, in cases where a DPIAs is mandatory. As 
there must always be a period for the data subject to access 
the data on how the algorithm processed his information, 
an audit will explain its operation to the user or data subject. 
Additionally, it could broaden the scope of their control 
function by executing awareness activities through 
individual audits. Apart from qualitative reasoning, black 
box or specification-based testing can be analyzed [55]. 
The data sets and processes that result in the AI system 
decision should be documented in the most accurate way. 
This documentation process makes it possible to identify 
why an ADM was wrong, anticipate unintended 
consequences, and prevent future errors [18]. 

B. Certification Mechanism 

A Post hoc explanation is not the only scenario in which 
DPIAs can ensure transparency and reduce the risks of 
infringement of data subject's rights. Since DPIAs are 
mandatory when the processing could result in a high risk 
to the rights and freedoms of natural persons [10], any 
automated processing that works with ML is likely to 
require a DPIA, even if the decision is not fully automated 
[56]. In this sense, the impact of data processing for 
automated decision-making can be assessed from the 
GDPR, applying the principle of transparency through the 
DPIA.  

However, DPIAs are mainly based on the security of 
personal data and less on the protection of human 
rights[57]. For this reason, Mantelero proposes The Human 
Rights, Ethical and Social Impact Assessment (HRESIA), 
a data security model based on the protection of human 
rights and the achievement of values, while proposing the 
formation of an ad hoc committee of experts to engage the 
data subjects or communities that would be possibly 
affected by automated decisions [57, 58]. 

A general quality insurance or a certification 
assessment mechanism, regardless of which, must, as 
mentioned in the Ethics Guidelines for Trustworthy AI, “be 
properly aligned with the industrial and social norms of the 
different contexts”, and, as recommended by Mantelero, be 
operated by professionals. 

C. Contestability by Design 

Despite the general rule that AI systems must meet the 
criteria of data protection by design, existing research has 
indicated a few ways for privacy and computational non-
expert users to understand algorithmic system's complex 
and unpredictable nature. A strategy that has emerged to 
comply with the transparency obligations considering data 
protection goals is applying contestability by design [59].  

Contestability is the possibility of acting on an 
automated decision by correcting or making suggestions to 
improve the ADM process. It represents one way to achieve 
the optimal level of transparency, in which the desired and 
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achieved transparency levels coincide, at least regarding 
field expert users [18, 60]. 

By using predictive contestability, the user would be 
engaged with the operation of the algorithm, knowing the 
explanation of each prediction, being aware of adversarial 
machine learning and the risks to the security of his privacy, 
considering possible attacks, identifying potential 
violations of his rights or interests, and acting directly or 
indirectly on the predictive algorithm. An ADM model 
designed with a contestability system would benefit only 
field expert users since the contestable design will give 
them the possibility to influence the algorithm working 
with which he/she disagrees and the system capacity to 
respond to multiple user's influence since Data-driven 
systems and machine learning can have serious deficiencies 
that lead to unwanted and unfair outcomes [18].  

Ensuring a contestability by design system from the 
early stages of software that uses machine learning to make 
automated decisions could be a way of allowing human 
intervention to co-create algorithm performance and 
enhance transparency. Algorithms would then be 
understandable for users, which allows them to provide 
corrections and refine them [60, 61]. 

When determining the means for processing and at the 
time of processing itself, the right to human intervention 
should be pursued through an appropriate organization 
[10]. Adequate provisions for human intervention could 
reduce user liability since personal data subjects can 
contain the harmful effects of automated decisions if 
detected on time. Using the predictive contestability, the 
user would have a greater engagement with the operation 
of the algorithm than in the current structure because he 
would know the explanation of each prediction and may be 
aware of adversarial machine learning and the risks to the 
security of his privacy, considering possible attacks, 
identifying potential violations of their rights or interests, 
and acting on the predictive algorithm. 

V. CONCLUSION 

The determination of an appropriate level of 
transparency depends on a set of legal, ethical, and 
technical characteristics of the ADM system and its users. 

From a legal standpoint, each jurisdiction in which data 
privacy is regulated has its unique peculiarities. Through 
international cooperation and diplomacy, it is advisable to 
adopt global parameters to defend the right to privacy and 
drive AI development. The GDPR has been a pioneer in 
applying a principle of extraterritoriality to protect personal 
data. Thus, it is essential to study its regulations, which can 
serve as a basis for regulations worldwide. In addition, the 
Assessment List for Trustworthy AI appears to be the ideal 
guideline for the principle of transparency given its broad 
scope. 

On the technical side, many AI systems are opaque, but 
some others have a high level of transparency. The problem 
comes from the duality between choosing to obtain a better 
output or better explainability of the algorithm 
performance. This also involves an ethical sphere. 
Therefore, ML (deep learning or artificial neural networks) 
is used when the algorithm is preferred. Still, in the case of 

high-risk data handling, the explainability provided by 
logical methods is preferred. 

A division of data subjects into categories will facilitate 
communication and information about the algorithm's data 
processing and decision-making. Considering that there 
must be a relationship of effective communication between 
the data controller and the data subject for the practical 
application of transparency, it is paramount to consider how 
the data subject receives the information in the best possible 
way for its understanding. If the relational concept of 
transparency is felt, the data subject`s understanding is not 
achieved, which will not constitute transparency. 

A solution for balancing the right to privacy, 
information, and transparency on the one hand, and 
technological development and resource efficiency through 
the use of metadata on the other, is to apply data protection 
by design on the algorithm, particularly contestability by 
design, at least to field expert ADM users. Their expertise 
will enable them to identify bias effectively and participate 
in joint work, which may occur directly or indirectly, 
improve the algorithmic work, and achieve future fairer 
decisions, thus achieving data protection goals. However, 
this option is limited because it can only be applied in its 
technical sense to expert users. Therefore, an in-depth and 
comparative analysis is needed to use contestable design 
and certification mechanisms, which would respond to the 
application of the current rules governing automated 
decision-making and data protection and apply to all data 
subjects without differentiation. 
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