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Abstract—Third-party analytics services are increasingly
being used to improve sales and usability of websites. While
these services often have great value for companies and or-
ganizations using them, they also raise privacy issues. When
information is gathered using third-party analytics, third
parties also receive lots of personal data about users. This is
often especially true for many vulnerable groups who may be
forced to use online services instead of on-site services, such
as the elderly, people with medical issues, or people living
in remote locations. We conduct a comprehensive study of
15 Finnish web services often used by vulnerable groups
by analyzing their network traffic. Our findings show most
of these services use third-party analytics and, despite their
delicate nature, send highly sensitive personal data to third
parties. The study also discusses the implications of the found
data leakages and offers recommendations on how to improve
privacy of online services from a software engineering point
of view.
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I. INTRODUCTION

Digital technology provides a valuable means of deliv-
ering services to those who may have difficulties accessing
them in person [1], [2]. As access to technology and
internet connectivity has expanded, policymakers have
recognized the importance of digital service delivery.
For example, in 2019, Finland passed the Act on the
Provision of Digital Services, which aims to improve the
accessibility, quality, and security of digital services for
all individuals. The COVID-19 pandemic has highlighted
the need for online services, and it has further accelerated
the shift towards digital service delivery.

In particular, many vulnerable groups can benefit from
digital services. Vulnerable groups refer to individuals or
communities that are at a greater risk of experiencing
negative outcomes or facing challenges because of their
socio-economic status, health, age, sexual orientation, or
other factors [3], [4]. For example, elderly and older
adults may become more vulnerable to health problems,
isolation, and other challenges. Similarly, people with
disabilities are often more susceptible to lack of access
to services and opportunities, as are many immigrants and
refugees.

Digital services, which can be easily accessed from
anywhere with an internet connection, are particularly ben-
eficial for individuals who may have difficulty leaving their
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homes or accessing transportation due to financial issues,
remote location, disability, or health concerns [5]. Digital
services also lower barriers to access, especially for people
who may have language barriers, lack of documentation,
or other challenges that may prevent them from accessing
on-site services. It is also often argued that digital services
can provide a higher level of confidentiality than on-
site services, which can be beneficial for individuals who
may be concerned about privacy or the potential for
discrimination. However, online services may not be as
confidential and private as expected, especially for many
vulnerable groups [6].

This confidentiality aspect of digital services is the focus
of the current study. We conduct an in-depth study of
15 Finnish web services often used by vulnerable groups
by analyzing their network traffic while using the main
functionality of the services. We study what third-party
analytics these services use and explore what kind of
personal data they transmit to third parties. Some previous
studies have addressed third-party analytics services on
websites used by vulnerable groups. For example, analyt-
ics in web-based governmental services [7], healthcare ser-
vices [8] and pharmacies [9] have been studied. However,
the current study discusses a wider selection of different
online services frequented by vulnerable groups, while
providing an in-depth analysis of found data leakages.

The rest of the paper is structured as follows. Section
2 outlines the study setting and methods used in the
current study. Section 3 presents the results of our network
traffic analysis and explores what kind of personal data
the studied web services sent to third parties. Section 4
discusses the implications of our findings. Finally, Section
5 concludes the paper.

II. RESEARCH SETTING AND METHOD

The current study examined 15 web services targeted
at or often used by vulnerable groups. Many of the
selected services are offered by the Finnish government
and cities, but also by different organizations and pri-
vate companies. These services included among others
immigration services, tax administration, public transport
websites, mental health related web services, web portals
for sexual minorities, as well as a private medical center
and online pharmacy. The list of the services is shown in
Table I. Aside from the websites of a couple of public
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sector websites, we have opted not to identify the exact
services. Instead, the type of service has been described.

The experiment involved testing web services by uti-
lizing their main features and visiting key pages'. All
cookies were accepted upon accessing the studied web-
sites. Network traffic was recorded using Google Chrome’s
Developer Tools, which allows for examination of web
page source code and network activity. When recording
network traffic, caching was turned off and only the
requests going to third parties were inspected. The cache
was recorded traffic Figure 1 shows an example view of
network traffic recorded with Chrome Developer Tools.
The recorded web requests were saved as a log file and
analyzed. Any data that could be used to identify the user
and was sent to third-party analytics services was extracted
from the log file. In particular, sensitive personal data was
searched.

Finally, it is important to briefly define the term "per-
sonal data". In this context, we adopt the definition used
by GDPR and the Finnish Office of the Data Protection
Ombudsman: personal data is "all data related to an
identified or identifiable person"? 3. Examples include IP
addresses, location data, and ID numbers used by analytics
services to track users. It is important to note that data
items that can be combined together to identify a person
are also considered personal data. For example, screen
size, while not directly an identifying piece of data, can
be used in profiling a user. GDPR also defines certain
"special categories of personal data" such as data on ethnic
origin, health-related data and data concerning a person’s
sexual orientation*. The processing of this type of personal
data is generally prohibited under GDPR, unless certain
conditions are met, such as obtaining an explicit consent
from the individual. Additionally, organizations must im-
plement appropriate technical and organizational measures
to protect this type of personal data from unauthorized
access and processing.

ITII. RESULTS

Figure 2 shows the third parties found in our network
traffic analysis. Google and Facebook (Meta) are the most
frequent third-party services, followed by LinkedIn and
React&Share. Despite the legal concerns for the use of
Google Analytics in EU [10], Google’s services are still
widespread even on websites frequently used by vulner-
able groups, many of which are essential services. On
the other hand, many public sector bodies such as Tax
Administration and Digital and Population Data Services
Agency have been careful to choose third-party companies
based in Finland. On average, there were 2.6 third-party

'We have thoroughly documented the testing sequence of each web
service. This documentation, as well as a list of the tested web services,
can be provided upon request.

Zhttps://gdpr.eu/eu-gdpr-personal-data/

3https://tietosuoja.fi/en/what-is-personal-data

“https://tietosuoja.fi/en/processing-of-special-categories-of-personal-
data
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analytics services per website. This number can be con-
sidered quite high, as we are talking about web services
handling sensitive data of vulnerable groups.

The data shared with third parties includes details like IP
addresses, device and user identifiers, User-Agent headers
with details about the OS and browser, and other technical
data like screen resolution. The device’s IP address, which
is included in every web request, is a key piece of informa-
tion used to identify the user [11], [12]. When contextual
data, such as information about the page the user is
visiting or the action they are taking, is connected with
the previously discussed identifying pieces of information,
privacy is compromised.

Table I lists the studied websites and presents the related
main findings. The studied public sector websites did not
contain a large number of third-party analytics services,
but it is clear that they still cause some privacy issues.
A Finland information website had 3 different third-party
services such as Google Analytics. As the website consists
of a large number of information pages about various
topics and offers these pages in several languages (e.g.
for refugees and migrants), Google can easily track the
topics a user reads and the language they choose.

On the website of Finnish Immigration Services, there
are 2 third-party analytics services that tracked the pages
the user visits. This may be considered highly problem-
atic, as delicate information such as the user accessing
information about seeking asylum in Finland is revealed
to third parties. Similarly, Tax Administration as well as
Digital and Population Data Services Agency made use
of third party analytics, and page visits are tracked. For
example, the fact the user is accessing information about
a specific tax is revealed to a third party.

Public transit service websites of two Finnish cities
were also studied. One of these services contained 7 third
party analytics services, and sent search terms input by the
user to 5 different third parties. Search terms can include
for example destinations the user is intending to reach. The
second public transit service website only tracked page
visits.

We also analyzed two websites frequently used by
sexual minorities. The first one of these is a website of a
sexual minority rights organization. The subpages a user
visits were tracked by three third-party analytics services,
including for example pages where the visitor can choose
to join different associations related to sexual minorities.
Also, the web form used to join organizations is located in
an external service that has Google Analytics. This means
the user’s intention to join a specific association can be
revealed. The second website was a sexual minority web
portal. Visited pages are tracked on this website, including
for example a page where users register to a discussion
forum and threads on the discussion forum (a thread topic
is a part of a URL which was sent to Google).

The most glaring privacy issues were found in web
services provided by a private medical center and online
pharmacy. When booking an appointment to a doctor
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Fig. 1: A sample view of Chrome Developer Tools. Network traffic with HTTP requests and a payload with some
pieces of identifying data is shown.
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Fig. 2: The third parties found in the network traffic analysis.

on a website of the studied medical center, information
about the intended appointment, the doctor’s field of
specialization (e.g. neurology), as well as the location and
date of the appointment were leaked to 4 different third-
party analytics services. There were also various sensitive
information pages (such as a page about depression),
where 5 different analytics services tracked user visits.
Altogether, 8 third-party services were present on this
medical center website. Possibly even worse, the online
pharmacy we studied leaked the information about the
prescription medicine the customer intended to order to
3 different third-party services! In addition to this, the
medicines the user views were leaked as well. The phar-
macy website made use of 4 third parties in total. In
both of these cases, sensitive information about a patient’s
medical conditions can be deduced. It is very likely these
privacy leaks are not intended by website developers. At
the same time, the users of the websites also remain
oblivious to their sensitive health data being leaked.

A student health services website had one analytics
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service tracking page visits. As in other cases in this study,
this can be a problem with pages dealing with specific
health related topics, such as a peer support group for
depressed students. Similarly, a website of a therapy center
had 2 third-party analytics services recording visited pages
— for example, a page for a depression test. A mental
health chat we studied used Google Analytics. The service
was implemented as a single-page application, so it did
not track separate page views, but a visit on the website
is still reported. On the other hand, a public sector social
and healthcare service portal was the only website with
no third-party analytics in the current study.

We also studied an online service of a violence victim
shelter, which contains information for violence victims.
The website leaked visited pages to 3 different analytics
services. Curiously, even when the user interacts with an
information page by clicking it to open small sections
on different topics, Google receives the information. This
gives Google very fine-grained information on different
issues and questions a potential victim of violence is
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TABLE I: The studied websites and main findings

Description # of 3rd | Main findings
parties
Digital and Population Data Services Agency | 2 Tracking of visited pages
Finland information website 3 Tracking of visited pages
Finnish Immigration Service 2 Tracking of visited pages
(e.g. instructions on seeking asylum)
Medical center 8 Information about the appointment
(date, location, doctor’s specialization)
leaks
Mental health chat 1 Tracking of visited pages
Online pharmacy 4 Information about the prescription
medicine leaks
Public transport service 1 7 Information about searches
(e.g. bus destinations) leaks
Public transport service 2 1 Tracking of visited pages
Sexual minority rights organization 3 Tracking of visited pages (e.g.
registration pages and forms of
different related associations)
Sexual minority web portal 2 Tracking of visited pages (e.g.
forum registration page)
Social and healthcare service portal 0 (no third party tracking)
Student health services 1 Tracking of visited pages
(e.g. depression peer support)
Tax Administration 1 Tracking of visited pages
Therapy center 2 Tracking of visited pages
Violence victim shelter website 3 Tracking of visited pages and opened
of page sections

thinking. The website takes the user’s safety into account
e.g. by offering an "emergency exit" button for quickly
leaving the page and providing instructions on how to clear
cache and browsing history. This is good, but the privacy
issues seem to be forgotten at least when it comes to third-
party analytics. As violence victims may be agitated and
in a hurry when visiting the website, it is worth asking
whether the use of analytics services is appropriate on such
a website. Although visitors may accept the cookies upon
arrival, they probably are not in the right state of mind to
think about analytics services or assume information on
visited pages and opened text sections may leak.

IV. DISCUSSION

We have seen that several websites used by vulnerable
groups leak data to third parties, and in many cases
this data is highly sensitive. The key findings of the
current study are the presence of third-party analytics
even on web services provided by the government and
leaks of highly sensitive health data in web-based private
healthcare services.

Several vulnerable groups may have insufficient digital
skills and knowledge to make use of web services in an ef-
fective and secure way and understand the possible privacy
risks involved [13]-[15]. Problems such as low literacy
skills, cognitive decline or sensory impairments can further
make using web services and understanding texts such
as consent banners and privacy policies more difficult.
The vulnerable groups that often have the greatest need
for the digital services are also the ones who are likely
to suffer most harm when their privacy is compromised
[16]. While traditional face-to-face services will continue
to be important to vulnerable groups, it is also essential
to improve the existing digital services so that they are
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accessible and secure to use for everyone. Following the
privacy-by-design approach when developing the systems
and informing the users about third parties in the web
service in a clear and transparent manner plays a big role
in this development.

Web application developers should be aware of analytics
services used in their websites, but different platforms
and frameworks used in web development make it very
easy to turn on web analytics without much consideration.
Therefore, it is important for developers to better analyze
what kind of data flows out of their application to third
parties, and the use of each analytics service should be
well justified. Network traffic analysis similar to this study
can be used to observe the outgoing data transmissions.

Web developers may also not fully understand the
types of personal data and implications of using analytics
services. While the collected data can be used to improve
the website’s user experience, it is also used for profiling
by large analytics companies. As more information is
collected over time, analytics services are able to create
comprehensive profiles on users and their behavior. In
recent years, the use of browser and device information
for user profiling on the web has become increasingly
sophisticated [17].

It is unclear if the analytics providers actually store and
utilize the health data they receive, but it is unacceptable
for this information to be shared in the first place. How-
ever, the leaked sensitive data is only sent to analytics
service providers who may not have a reason to use it, and
the data is unlikely to enter the open data market. Utilizing
the data effectively may also require manual effort and
understanding of the specific website’s implementation.

Our results, and the findings concerning healthcare
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related web services in particular, give reason for further
study of similar services in Finland and elsewhere in the
world. Aside from the scientific aspirations, we also think
that it is very important to quickly improve the privacy of
the studied websites. To this end, we have informed the
maintainers of the web services with the worst information
leaks.

V. CONCLUSION

In this study, we investigated data breaches on Finnish
websites used by vulnerable groups. Out of 15 websites
studied, 14 leaked personal data to third parties. The most
alarming cases were found in the healthcare sector, where
the web services leaked details on intended appointment
bookings and prescription medicine orders. Our results call
for further investigation using a larger sample of websites
used by vulnerable groups. In particular, our findings
suggest the confidentiality of web-based services in the
healthcare sector requires further study. Furthermore, ex-
amining similar web services in other countries would be
beneficial. Additionally, future research could explore data
breaches in more depth by experimenting and comparing
different consent options on the studied websites.

Our results serve as a cautionary tale to software devel-
opers and data protection officers in charge of web services
handling sensitive data. It is crucial for service providers to
be aware of their responsibility in safeguarding customer
privacy in areas where they are most susceptible, including
increased awareness and control over the chosen third-
party services. The use of multiple third-party analytics
services on websites used by vulnerable groups is difficult
to justify and undermines users’ trust. Vulnerable groups
should be able to trust the privacy of online services as
much as the corresponding on-site services.
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