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Abstract - CAN (Controller Area Network) is a message-

based protocol that achieves communication by the 

exchange of packets of data between devices on the network. 

The protocol is widely used for in-vehicle communication 

(IVC) in the automotive industry as it is designed to be 

robust, able to handle a high rate of data transfer and 

tolerant of the electrical noise. However, the original CAN 

implementation lacks built in security mechanisms which 

makes it vulnerable to intrusion attacks that can be 

detrimental to the driver or the system itself. With the very 

rapid evolution of artificial intelligence (AI) various 

intrusion detection systems (IDS) have been developed to 

tackle the problem of detecting these attacks. This article 

aims to get a better insight of the current trend of 

development by surveying the latest approaches in the field 

of AI based IDSs. A comparison of various known attacks, 

detection techniques on available benchmark datasets, and a 

few advanced improvements of current security 

implementations and limitations are emphasized. 

Keywords - Intrusion Detection Systems, In-Vehicle 

Communication, Controller Area Network, Artificial 

Intelligence 

I. INTRODUCTION 
In-vehicle communication (IVC) refers to the 

interconnected communication between various electronic 
control systems within a vehicle also known as electronic 
control units (ECUs). With the advances in automotive 
technology and market demand, the modern vehicle now 
contains over 70 ECUs that control various functions 
within the vehicle [1]. The communication between 
various ECUs is facilitated by various standard in-vehicle 
communication protocols, such as CAN, FlexRay, Local 
Interconnect Network (LIN), Media Oriented System 
Transport (MOST), Ethernet, etc. In the automotive 
industry the CAN communication protocol is standardized 
and widely used because of its robustness, fast data 
transmission and reliability [2]. Various experimental 
attacks were performed to showcase and exploit the 
protocol’s shortcomings. Hoppe et al. [3] conducted frame 
sniffing and replay attacks in a simulated environment to 
gain control over systems such as window lift, warning 
lights, and airbags. Similarly, Koscher et al [4] conducted 
various attacks on a real vehicle and successfully gained 
control over various modules such as the body control 
module, radio and engine. To counteract potential cyber 
threats significant efforts have been made to secure 
vehicles from security vulnerabilities. As a result, the 

research is focused on developing intrusion detection 
systems (IDS)s for in-vehicle networks as a reactive 
security measure. IDSs can be classified into two 
categories: signature-based detection and anomaly-based 
detection [5]. Signature-based IDSs report an intrusion 
when a match between the known attack and observed 
events is found. The anomaly-based approach on the other 
hand only knows what normal behavior looks like and 
considers deviations from the normal behavior as 
intrusions. Anomaly-based detection has received more 
attention due to its ability to detect novel attacks, whereas 
signature-based detection has limitations, such as the need 
for frequent database update in form of novel attacks [5]. 
This work focuses on the application of artificial 
intelligence (AI) to IVC IDSs and surveys several papers 
published from December 2022 to January 2023, 
examining attack types, detection methods, evaluation of 
available benchmark datasets and evaluation of 
performance. The paper is organized as follows: In section 
2 existing surveys on the subject are discussed. Section 3 
serves as a general introduction to the CAN protocol and 
common attacks on IVNs. Section 4 introduces the novel 
AI-based IDS methodologies for IVC, the used datasets as 
well as the training features.  Section 5 discusses the 
limitations and future research directions. Section 6 
concludes the paper. 

II. RELATED WORK 
This paper covers exclusively the state of the art (SoA) 

papers regarding IDS in CAN communication. Hafeez A. 
[2] reviewed five different fingerprint-based IDS methods 
for CAN communication. In the context of this work the 
term fingerprint-based is used to describe a signature-
based method that does not necessarily include the use of 
machine learning (ML) or AI. This study provides a 
comprehensive introduction to various IDS techniques. 
The methods are presented in detail as well as their 
accuracy in detecting spoofing and impersonating attacks 
on CAN. However, it lacks a review on the used datasets 
on which these methods are tested.  In the work by 
Karopoulos G. [1] a unified taxonomy for IVC IDSs is 
provided. The paper does not provide summaries on 
individual papers. However, a comprehensive description 
of the publicly available datasets is presented. The survey 
also discussed the available open-source simulation tools 
for communication data farming. In [5] the authors 
studied 44 articles presenting a division of IDSs by 
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categories. They also addressed research challenges and 
gaps in IVC IDSs. While authors in [6] compare current 
methods based on criteria such as real-time constraints, 
hardware types, changes in CAN bus behavior, attack 
mitigation types, and the software/hardware used to 
validate these approaches. They conclude with a 
discussion of the limitations of attack strategies and 
research challenges for the future. Loukas G. [7] 
reviewed 13 ML based IDSs for CAN, among other 
techniques that are not based only on the automotive 
sector. In [8] the authors introduce a detailed and 
systematic view of SoA AI-based IDSs for IVC. Focusing 
on the used methods to detect attacks, evaluation of used 
benchmark datasets, reviews on possible attacks and 
evaluation of performance. The AI-based IDSs in the 
papers are categorized by the features they are developed 
on. The methods within each category are presented, with 
emphasis on whether the learning conducted was 
supervised or unsupervised.  

III.  BACKGROUND AND TERMINOLOGY 
A. CAN Communication Protocol 

CAN is a communication protocol used for real-time 
control of message-based systems. It is robust, efficient, 
and uses a multi-master broadcast system [2]. The 
physical characteristics include the transmission of data 
which is done using a differential signal over a twisted 
pair of wires. The topology of the network can be either 
linear or starred, with each node connected to a single 
communication line. This allows for multiple nodes to 
transmit and receive messages on the same line. 

The CAN bus data frame consists of several 
components. Some of the components are of great 
importance to the reviewed papers [8]. 
 

1. Start of Frame (SOF): Signifies the beginning of 
a new data frame and is used to synchronize the 
nodes on the network. 

2. Identifier (ID): A 11-bit or 29-bit identifier used 
to identify the source and priority of the 
message. 

3. Data Field (DATA): The payload of the data 
frame, containing up to 8 bytes of data. 

4. End of Frame (EOF): Signifies the end of the 
data frame. 

5. Intermission: A period of idle time between the 
end of one data frame and the start of the next. 
Used to allow the nodes on the network to 
process the received data and prepare for the 
next message. 

An illustration of a CAN frame and all its 
components is shown in Figure 1.  

 

 
Figure 1: CAN frame 

 

B. Known Attacks 

An intruder can gain access to the CAN bus through 
various means such as wired mediums like the On-Board 
Diagnostics (OBD) port or USB port, wireless channels 
such as Global System for Mobile Communication 
(GSM) or Wi-Fi, and APIs such as SMS, web-interface, 
and mobile APIs. Once access is gained, the intruder can 
carry out an attack on a various number of vital processes 
[8, 9]. Some common attacks are listed below. 

 
1. Denial of Service (DoS):  Attacks attempt to 

disrupt communication services by 
overwhelming the system with a high volume of 
frames.  

2. Frame Overwrite Attack: The attacker sends 
frames with a higher priority (lower CAN ID) to 
overwrite legitimate frames and manipulate the 
system's behavior. 

3. Message Spoofing: Where the attacker sends 
fake frames that appear to be from a legitimate 
source to gain unauthorized access or 
manipulate the system. 

4. “Man in the Middle” attack: The attacker 
intercepts and manipulates communication 
between nodes, disrupting the flow of data. 

5. Replay Attack: where the attacker captures valid 
frames and retransmits them to the system to 
gain unauthorized access or manipulate its 
behavior.  

6. Eavesdropping: Where the attacker intercepts 
and listens to communication between nodes to 
gain sensitive information. 

7. Buffer Overflow Attack: The attacker sends a 
large number of frames that overflow the 
system's buffer and causes it to crash. 

IV. CAN BUS AI-BASED IDSS 
In this section a review of several papers is 

conducted. Each reviewed article is devised into five 
sections: general paper overview, data preprocessing, 
used method, used dataset, and achieved results. 

 
Zhang H. et al. [10] proposed a novel approach 

for IDSs, which is based on a graph neural network 
(GNN) that can detect multiple different attacks: 
message injection, suspension, and falsification. The 
IDS is designed to work as a two-stage cascade. In the 
first stage, a one-class classification layer is used for 
anomaly detection and the GNN is trained only on 
normal CAN messages. The second stage determines 
the specific attack type or labels it as a new attack. The 
authors provide a detailed analysis of their proposed 
method by comparing the performance to several other 
techniques that tackle different attack types. In this 
way the authors prove the effectiveness of their 
solution by identifying different attack types. The 
paper also conducts research to validate the impact of 
vehicle states on the CAN message contents. The 
experiment is conducted by comparing two message 
sequences, with different time periods between 
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messages and then calculating their respective cosine 
similarities between consecutive messages. With this 
experiment the authors proved that there is an intrinsic 
connection between vehicle states and message content 
variations. A federated approach of training the model 
is proposed using two different federated learning 
optimizers. The results indicate that better performance 
can be achieved using the mentioned optimization 
techniques. Filtering out malicious participants and 
preserving privacy and security remains a challenge in 
federated learning. 

Data preprocessing in [10] is implemented by 
using message graphs to describe CAN message 
streams. To ensure real-time analysis, CAN messages 
are analyzed in intervals that take a few milliseconds 
to process. If the interval is too short the message 
sequence becomes unstable due to the infrequent 
transmission of messages with high CAN IDs. This 
instability has been validated in the work through 
experiments using a dataset from [11]. The message 
graph comprises of nodes and edges, where the values 
of the nodes represent the CAN ID of the frame with 
an edge pointing to another node. This denotes the 
sequential transmission of CAN IDs. Each edge carries 
a bias value representing the number of corresponding 
message pairs appearing in the given message interval. 
In this way the authors can simulate the behavior of the 
connected system. The authors in [12] proposed a 
method for dividing the data in CAN messages to 
improve the accuracy of intrusion detection. The 
method called READ, divides the message contents 
based on the bit-flip rate, which is the rate at which 
bits change value. If a bit with a high bit-flip rate is 
followed by one with a low rate, it is likely that the 
two bits belong to two different signal behaviors or 
data blocks. To calculate the bit-flip rate, a certain 
number of CAN messages need to be collected for 
each CAN ID. Finally, to prepare the data for use in a 
GNN design, the authors need to describe all the CAN 
message contents using a node matrix. After applying 
the READ method, the message contents with different 
CAN IDs will be separated into different data blocks, 
each of which is then converted to a decimal number.  

The IDS method uses graph learning as it 
increased in attention in recent years. The proposed 
CAN bus IDS is based on graph level algorithms. All 
three levels of models in graph learning start with 
graph convolution layers, and graph level schemes are 
used for graph classification tasks through the addition 
of pooling and readout layers. The proposed CAN bus 
IDS is based on the GNN model in [13]. Multiple 
convolution layers are stacked to capture graph 
substructure features at different scales. Pooling and 
readout layers are introduced for graph classification 
tasks and a sorting operation to sort nodes according to 
their structural roles is introduced. This helps solve 
node indexing issues caused by variations in CAN 
message graphs due to different driving regimes. The 
readout layers consist of 1-D convolution layers and 
dense layers. Due to the difficulty of acquiring 

intrusions to CAN buses in real vehicles, the first-stage 
classifier is designed as an anomaly detection IDS with 
a one-class classification layer or Support Vector Data 
Descriptor (SVDD) and only normal CAN bus data 
will be used for training. The whole architecture of the 
GNN, except the last one-class classification layer will 
be considered and the training process will be 
conducted using mini-batch stochastic gradient descent 
(SGD). After the anomalies have been filtered by the 
first-stage classifier, the second-stage classifier takes 
over the specific attack classification. To address new 
unknown anomalies the second-stage classifier 
includes a layer based on meta-recognition algorithms 
[14]. The paper also describes a novel federated 
learning strategy as a type of distributed ML where a 
cloud server works with multiple local users to train a 
model. During this process each local device trains a 
model using its own data and only sends the model 
parameters to the cloud server for optimization. Two 
federated learning schemes are evaluated [15, 16] in 
the proposed model. This allows vehicles in varying 
conditions to train their local model based on the 
optimized parameters on the cloud. 

Two evaluation datasets are used to evaluate the 
performance of the proposed model with different 
attack types. The first is collected on a Ford Transit 
500 and separated into three sets. The first set is 
composed of normal CAN messages while the 
remaining two sets include message injection attacks. 
In the second and third sets, the CAN IDs related to 
vehicle speed and revolutions per minute (rpm) are 
targeted and compromised CAN messages are 
randomly injected into these two datasets after 
specified time intervals. The second evaluation dataset 
is the CAN Signal Extraction and Translation Dataset 
provided by the Hacking and Countermeasure 
Research Lab (HCRL) and includes anomalies with 
five attack types: DoS, fuzzy, suspension, replay, and 
spoofing. The first dataset in the first baseline is used 
as the training set. Three baselines [16, 17, 18] are 
selected to test the GNN. The comparison between the 
proposed IDS and the first baseline is performed to 
demonstrate the former's effectiveness in detecting 
CAN message injection attacks. The second and third 
baselines are used to test the effectiveness of the GNN 
to identify other types of attacks with the metrics 
accuracy, precision, recall, and F1-score. The three 
intrusion detection strategies in the first baseline are 
thresholds for Cosine Similarity (CS), thresholds for 
Pearson Correlation (PC) and statistical CAN message 
sequence reconstruction using Long-Short Term 
Memory (LSTM). In the second and third baseline the 
detection strategies that are compared against the 
authors models are also LSTM and a CNN-LSTM 
model named CLAM. 

The results are presented taking into 
consideration various perspectives of the model to 
correctly estimate its place with the mentioned 
baseline models. The GNN outperforms all first 
baseline models in all accuracy metrics. However, the 
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model is not so successful at predicting replay attacks 
as the CLAM model. A scalability evaluation is also 
performed where the model displayed negligible 
difference in accuracy in respect to the message 
interval length. In terms of the federated training 
approach the results show that using the scheme from 
[16] greatly improves accuracy in this scenario.  

Zhao Y. et al. [19] introduces the Same Origin 
Method Execution (SOME) attack, an advanced 
variation of a masquerade attack. It can imitate the 
frequency of messages without changing the ID 
sequence on the CAN bus while sending attack 
information. At the same time a GAN-based Vehicle 
IDS (GVIDS) is proposed to counter the SOME attack. 
Tests on real vehicles show that GVIDS trained only 
on SOME can detect various attacks, including 
spoofing [25], bus-off [26], masquerade [27] and 
SOME with an average accuracy of 96.64% and a 
detection time of 0.18 ms. However, the novel method 
is only tested in controlled environments, but it’s 
planned to evaluate its robustness in more complex 
environments. 

Data preprocessing for GVIDS utilizes one-hot 
encoding to transform the data into CAN images, 
reducing the time cost for training and detection. It 
converts the data of 16 consecutive frames of the CAN 
bus into a single CAN image. To standardize the data, 
GVIDS supplements data segments of varying lengths 
to 8 bytes before encoding. The 16 CAN data frames 
are transformed into a 64 × 64 CAN image through 
one-hot encoding. 

The IDS method used in this paper is GAN. A 
ML model composed of a generator (G) and a 
discriminator (D) that work together to generate data 
with the characteristics of the training set. G learns the 
characteristics of the training data to generate new data 
to further train D, while D distinguishes real data from 
false data generated by G. The GAN model adopts the 
GANomaly [20] network training model. The model 
consists of a G, D, and a reconstruction network (E). G 
is further composed of an encoder and decoder while E 
and D have similar structures to the encoder. During 
training, the input image is compressed into a vector, 
which is then regenerated into an output image. D 
discriminates between the output image and the 
generated image, based on a threshold value to 
determine an anomaly or normal data. 

The model's training dataset is collected from 
two different vehicles (Luxgen U5 and Buick Regal). 
For each vehicle 1 million of normal CAN message 
images are collected. Several different evaluations are 
conducted to represent the results. The quality of the 
model was evaluated by a receiver operating 
characteristic (ROC) curve to plot the false positive 
rate (FPR) against the true positive rate (TPR) of the 
model. The best performance of the ROC curve is 
reached when the FPR is less than 0.1 and the TPR is 
greater than 0.9. The performance of the model is 
further evaluated using area under curve (AUC) 
metric. A higher AUC value, closer to 1, indicates a 

better performance of the model. In Luxgen, the AUC 
values for four different attacks are 0.9941 (spoofing), 
0.9787 (bus-off), 0.9768 (masquerade), and 0.976 
(SOME) respectively. Similarly, the AUC values for 
the same four attacks in Buick are 0.9982, 0.9778, 
0.9665, and 0.9662 respectively. The intrusion 
detection accuracy for both individual vehicles was 
over 0.9600 for Luxgen and over 0.9312 for Buick. 
The real-time performance of GVIDS was analyzed by 
measuring the running time of intrusion detection in 
Luxgen and Buick. The average running time for both 
vehicles was 0.18 ms and it was enough to meet the 
requirements for the transmission of data frames in 
CAN bus networks.  

The results show that the intrusion detection 
running time of GVIDS is minimal and can meet the 
demand for real-time detection. 

Al-Jarrah O. Y. et al. [21] proposed a ML based 
IDS that creates high-level representations of CAN 
messages transmitted on the bus using the temporo-
contextual dependencies between messages in a time 
frame and individual message data. These two 
representations are processed by two neural networks 
designed to detect novel intrusions by combining the 
views. The performance of the proposed IDS was 
evaluated and compared to SoA detection methods like 
Decision Trees (DT), Random Forests (RF) [22] and a 
deep learning-based IDS from [23]. The results show 
that the proposed IDS outperforms these methods in 
various evaluation metrics. 

The data preprocessing was done by selecting a 
timespan that would result in the capture of 10 
messages at a time. This enables the authors to 
construct recurrence plots (RP) that consist of nine 
CAN messages. The authors use this approach to 
capture the contextual information which resulted in 
the sending of the last message. The RP is the first 
input to the model while the second input is the 
payload of the last message in the set. Considering that 
not every CAN message contain exactly 8 bytes of 
data, the authors resort to padding the payload with 
values of -1 to create a uniform dataset. 

The IDS method requires two views of the 
received CAN data, the first view from the data of one 
CAN message and the second from its temporal 
context represented in RP format. A LSTM neural 
network is trained using a stream of individual 
messages while a convolutional LSTM is trained using 
the generated RPs. The two LSTMs results are 
combined to form the input feature vector for a dense 
neural network that classifies each message as normal 
or intrusion. The performance of the model was 
evaluated using the "CAN-intrusion-dataset" [24]. The 
dataset contains 4 types of attacks, including DoS, rpm 
and gear spoofing attacks and fuzzy attacks. The DoS, 
rpm and gear spoofing attacks were used as the 
training dataset, while the fuzzy attack was used as the 
testing dataset to measure the performance of the 
different intrusion detection models. The proposed 
model was compared to other ML algorithms in 
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literature, including DT and RF, as well as a deep 
learning approach [23].  

The results showed that the proposed model 
using both inputs achieved the highest accuracy, with a 
marginal drop in precision, while keeping a low FPR 
in comparison with the DT, RF [22] and the model 
used in [23]. The results also showed that using a 
combination of both views gives the best results in 
comparison with using one or the other. Table 1 aims 
to provide a concise and comprehensive summary of 
the key aspects of each reviewed paper. 

 
TABLE I. COMPARISSON OF THE REVIEW ARTICLES 

Reference [10] [19] [21] 
Algorithm GNN GAN LSTM 
Dataset [11], [10] N/A [24] 
Attacks DoS, fuzzy, 

suspension, 
replay, 
spoofing 

SOME [19], 
spoofing, bus-
off, masquerade 

DoS, fuzzy, 
spoofing  

Advantages Brings to 
attention 
that 
different 
vehicle 
states 
caused by 
variations in 
message 
graphs. 
Detailed 
analysis on 
run-time 
performance 
and 
comparison 
with 
relevant 
models. 

Dataset collected 
from multiple 
vehicles, real 
time 
performance 
analysis, training 
model on 
advanced SOME 
attack shows 
generalization on 
other types of 
attacks. 

Individual CAN 
frames are 
evaluated as well 
as their temporo-
contextual 
dependencies. 

Limitations The 
evaluation 
of the 
federated 
learning 
approach 
was 
conducted 
on one 
dataset. 

Lacks detailed 
comparison with 
more recent deep 
learning 
implementations. 
The driving 
conditions, 
number of ECUs 
and their 
functions are not 
mentioned. 

Lacks detailed 
comparison with 
more recent deep 
learning 
implementations. 
Labeling each 
individual 
message may 
affect the run 
time 
performance of 
the model. 

  

V. DISCUSSION 
This paper focused on reviewing the most recent 

papers in AI-based IDS for IVC. The survey is conducted 
by summarizing the reviewed papers in several main 
sections that represent common aspects in all the articles. 
In this section a discussion is conducted based on the 
findings, limitations, and future improvements of the 
reviewed methodologies. 

 A. Findings 
By analyzing the reviewed papers several findings 

have been made. All the papers display similar trends of 
research such as the concern for development of models 
that can detect unknown cyber-attacks, the common use 
of unsupervised detection techniques primarily based on 

benign data, feature set selection and used datasets. The 
biggest concern is to adapt the models to detect attacks 
based only on benign data. To tackle this requirement 
researchers in the reviewed papers have turned mostly to 
unsupervised learning algorithms, which result in better 
results in detecting previously unknown attacks in 
comparison with supervised learning methods. Used 
detection models are GAN, GNN and LSTM which all 
display great adaptability to variations in the environment 
and ability to distinguish anomalies from one class data. 
In the case of GAN and GNN with federated learning a 
great degree of accuracy is achieved in novel attack 
detection. This further solidifies the findings in [8]. The 
use of unsupervised learning models greatly eases the 
data collection process as it requires only benign data for 
training. Datasets containing malicious messages and 
attack tactics at this point are only required to test the 
models. The selection of the dataset feature sets have also 
a great impact on the generalization capabilities of the 
model as on the learning process. The vast amount of 
different vehicle models and car manufacturers lead to a 
great amount of diversity in message streams. This has 
led researchers to search for alternative ways to create 
feature sets that will lead to training of more generalized 
models. All the reviewed papers propose methods to 
extract features from the datasets by either new 
representations of the dataset like in the works [10, 19] or 
creating new features as in [21].  

 

VI. LIMITATIONS AND FUTURE IMPROVEMENTS 

The learning capabilities of AI methods are primarily 
impacted by the quality of the learning datasets. Due to 
the low quality of the publicly available datasets, it is 
often required to create new datasets which can lead to 
poor translation to real world environments. This process 
can be resource consuming as unsupervised learning 
algorithms required large amount of data to generalize 
properly. This issue is further amplified with the need for 
datasets that describe daily routines of individual 
vehicles. The paper [10] takes note of this drawback and 
proposes by considering the different variations of 
message streams due to driving conditions, which is also 
a viable point in the argument of poor datasets. The 
federated learning approach could be promising in the 
future coupled with a great amount of data gathered by 
individual vehicles in different driving conditions. Highly 
specialized software for ECU communication simulation 
could be used to farm a great amount of data under 
different driving conditions.   

VII. CONCLUSION 
This paper provides a comparative review of three of 

the most recent AI-based IDSs for the CAN protocol 
(December 2022 to January 2023). The reviewed papers 
are categorized based on the training and testing datasets 
used, the preprocessing methodology and the AI 
algorithms used. The reviewed papers are significant as 
they all highlight the importance of creating a system that 
is aware of the context from which the CAN frame is 
coming from, to be able to predict the anomalies in the 
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bus. It is important to mention that the impact on the field 
of research may not be clear as the papers are published in 
a short time range of only three months, but they suggest 
that the trend of research they represent is a current and 
active area. The findings of the paper also highlight the 
crucial role that high quality datasets play in the 
development of effective AI-based IDSs and propose 
several key improvements that can be made to existing 
systems. 
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