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Abstract – In open source software development it is 
essential to stimulate developers’ contribution behavior in 
the absence of monetary incentives. But research on 
potential secondary effects of these stimuli, such as on 
contribution sentiment, remains scarce. Thus, we investigate 
how a promising external stimulus, an analytics dashboard, 
influences developers’ number of contributions as well as 
associated message length and sentiment. Building on social 
comparison and goal setting theory we hypothesize that 
adopting the analytics dashboard increases developers’ 
number of contributions but decreases contribution message 
length and sentiment.  To test these hypotheses, we leverage 
granular data from a matched sample of 43,434 GitHub 
developers over two years who adopted an analytics 
dashboard on their personal developer page. Our 
difference-in-differences analyses reveal that adopting the 
analytics dashboard increases a developers’ number of 
contributions and associated message length. However, after 
adopting the analytics dashboard users write more negative 
messages and this effect is primarily driven by users with 
low initial GitHub activity. These findings suggest that the 
performance increase through analytics dashboards comes 
at the cost of potentially harmful consequences for the 
developers or the platform. We discuss implications for 
theory and practice. 
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I. INTRODUCTION 

Nowadays, 90 percent of companies rely on open 
source software (OSS), making it indispensable for their 
system landscape [1]. However, OSS is predominantly 
developed by volunteers. Thus, it is a constant struggle for 
OSS platforms to motivate users’ contributions. 

Current research on OSS developers investigates the 
sources of developers’ motivation and commitment when 
contributing to OSS [2]–[4] as well as potential ways how 
their contribution behavior can be altered [5]. Most studies 
investigate primary effects, i.e., how the number or quality 
of contributions is affected. But there is little research on 
potentially unintended secondary effects of external 
stimuli on OSS developers’ contribution behavior, e.g., 
the contribution sentiment. This is a central research gap, 
in particular because insights from organizational software 
developers show that they might personally suffer from 
the idiosyncrasies of software development [6]–[8]. 

We aim to approach this gap by investigating how 
OSS developers are affected by a promising external 
stimulus, an analytics dashboard. The latter’s popularity 

heavily increased in the past years given the high data 
availability [9] and similar stimuli were implemented on 
popular OSS platforms such as GitHub [10]. Furthermore, 
analytics dashboards have shown to have positive effects 
in other contexts, e.g., improved decision-making and 
performance [9]. Yet, the increased transparency 
associated with dashboards might have negative effects on 
the individual developer such as strategic effort allocation 
or stress. Therefore, we investigate the impact of analytics 
dashboards on OSS developers’ number of contributions 
as well as the associated message length and sentiment. 
Overall, our goal is to answer the following research 
question: How does an analytics dashboard influence 
developers’ contribution behavior? 

We exploit a unique extension of the OSS 
development platform GitHub, which enables users to 
display a descriptive dashboard on their profile page1 . 
This allows adopters to track their own activities and 
easily compare them with others. To understand how this 
impacts adopters’ contribution behavior as well as what 
underlying mechanism might be we build on social 
comparison and goal setting theory. These theories 
provide rich insights into how the comparison with others, 
enabled by the analytics dashboard, impact developers’ 
number of contributions, the contribution message length, 
and their sentiment. Thereby, this research is expected to 
make two important contributions to research on OSS 
developers. First, we investigate primary effects of 
analytics dashboards on OSS developers’ contribution 
behavior. Second, we shed light on potentially unintended 
secondary effects, i.e., the contribution message length 
and the associated sentiment. 

II. THEORETICAL BACKGROUND 

In the following we first draw from research on OSS 
developers. Next, we introduce social comparison and 
goal setting theory to explain how analytics dashboards 
influence developer contribution behavior. 

A. OSS Developers 

The main difference between software developers in 
organizational and OSS settings is that software 
developers within organizations mainly contribute due to 
monetary incentives while OSS developers typically act 
on a voluntary basis. Therefore, OSS platforms must find 
alternative ways to influence their users’ contribution 
behavior. 

 
1 https://github.com/anuraghazra/github-readme-stats 
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Correspondingly, studies on OSS developers focus on 
explaining why developers contribute to OSS. It is found 
that value and ideology congruence between a developer 
and the respective community is important [2], [11]. 
Moreover, OSS developers enjoy being an integral part of 
a community [3], [4]. Eventually, the contribution 
behavior of members in online communities can be altered 
by costly programs such as content contribution by the 
platform [5]. Overall, the identified determinants of OSS 
developer contribution behavior are mostly structural 
community features or costly efforts that cannot be easily 
influenced or implemented. 

Nonetheless, it is important to incentivize OSS 
developers in a manner that sustainably alters their 
contribution behavior, i.e., considering primary effects 
such as the number of contributions as well as secondary 
effects such as the associated message length and 
sentiment [12]. One way this can be achieved is through 
an external stimulus on the respective OSS platform [10]. 
Given the high availability of data, descriptive analytics 
dashboards that display a developers’ contributions and 
thereby allow to compare oneself with others are a 
possible path. 

B. Social Comparison and Goal Setting Theory 

We build on social comparison and goal setting theory 
to explain how analytics dashboards lead to a change in 
OSS developers’ contribution behavior. Social 
comparison theory argues that people want to evaluate 
themselves, e.g., through comparison with others, 
especially people with greater abilities [13]. An analytics 
dashboard allows OSS developers to easily compare their 
number of contributions with peers. More specifically, 
analytics dashboard adopters transparently see that other 
users contribute more than oneself. Thus, we can expect 
that adopting the analytics dashboard incentivizes 
developers to contribute more to match more active users. 

To explain the underlying mechanism, we borrow 
from goal setting theory. It argues that “people are 
motivated to strive towards goals” [14, p. 509] and 
regulate their effort to achieve their objectives 
accordingly. Reconsidering the adopters, it is their goal to 
match more active users’ number of contributions. 
Consequently, the adopters direct effort toward improving 
the statistics displayed in the analytics dashboard. Based 
on this mechanism we propose our first hypothesis. 

Hypothesis 1: Adopting an analytics dashboard 
increases developers’ number of contributions. 

The increased effort necessarily reduces the adopters’ 
effort put into other things. More specifically, one can 
suspect that adopters direct less effort toward tasks that 
are not made visible by analytics dashboards. As the latter 
are of descriptive nature, they only display “what 
happened” [9, p. 1029] on a high level and properties of 
contributions such as the associated message length are 
not exhibited. Furthermore, previous research shows that 
more active developers might document less because they 
perceive changes to be clear just from the software code 
[15]. Thus, we hypothesize the following: 

Hypothesis 2: Adopting an analytics dashboard 
decreases developers’ message length per contribution. 

Eventually, social comparison theory argues that the 
comparison with other people shapes one’s self-perception 
[13]. That is, humans are found to have a more negative 
self-perception due to frequent comparisons with others 
because they consider other people to be better [16], [17]. 
Thus, we can assume that the social comparison enabled 
by the analytics dashboard negatively influences 
developer’s self-perception. This should be visible in the 
sentiment of adopters’ contributions. Our third hypothesis 
follows from this. 

Hypothesis 3: Adopting an analytics dashboard 
decreases developers’ sentiment of contributions. 

III. METHOD 

A. Research Setting 

The three hypotheses are tested with data from OSS 
developers on GitHub. It is the most popular website for 
OSS development with more than 100 million users in 
February 2023 [18]. Leveraging the version control 
system Git, the platform allows developers to perform all 
necessary software development activities, i.e., the 
organization of single-person or collaborative projects, 
called repositories, through features like commits (i.e., 
changes to one or multiple files in a repository, typically 
software code accompanied by a short message that 
normally describes implemented changes), pull requests 
(i.e., proposed changes to a repository that are to be 
accepted by collaborators) as well as issues (i.e., a 
discussion thread related to a repository) [19]. 
Furthermore, GitHub offers social features such as user 
profiles and the possibility to follow other users. 

The paper exploits the opportunity that some GitHub 
developers adopted a descriptive analytics dashboard on 
their profile page. The dashboard is depicted in Fig. 1. It 
displays the number of users' most important contributions 
on GitHub and ranks these users accordingly relative to 
other users. 

B. Research Data 

The analytics dashboard’s initial launch was on July 9, 
2020, and to implement it on a profile page users must add 
a string to their Readme.md in a commit to their own 
repository. We exploited this to determine if and when 
GitHub users adopted the analytics dashboard. Thereby, 
we identified 137,178 adopters of the analytics element in 

 
2 Retrieved from https://github.com/anuraghazra/github-readme-

stats, October 12, 2022 

 
Figure 1.  Analytics dashboard2 
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a two-year time window between July 9, 2020, and July 9, 
2022. We then collected all public GitHub activities of 
these users between March 19, 2020, and October 29, 
2022, from GhArchive3. 

We limit our analysis to commits for two reasons. 
First, commits are the most important type of contribution 
on GitHub as they are mostly software code, the main goal 
to be produced on an OSS platform. Second and given the 
enormous amount of data, this makes the analysis 
computationally more feasible and accessible for 
researchers and readers alike. 

Furthermore, we filtered the users included in the 
analysis along multiple characteristics. First, we limited 
the sample to personal GitHub accounts of single 
developers by removing organizational accounts and bots. 
The latter is achieved by filtering users based on names 
and an unrealistic high number of contributions [10]. 
Second, we limited the sample to users that had at least ten 
commits in our timeframe to ensure that users were 
actively using GitHub. Third, we reduced the sample to 
developers who adopted the analytics dashboard and did 
not remove it within our study period. This allowed us to 
compare the effect of the dashboard across adopters. 
Fourth, we removed the commits users made to their own 
repository as this could bias our estimation because 
adopters must modify their repository to implement the 
dashboard. 

We deployed a Bidirectional Encoder Representations 
from Transformers (BERT) machine learning model to 
determine the commit message sentiment [22].  A 
finetuned BERT model has shown to outperform other 
approaches to sentiment analysis in the software 
engineering domain [23]. Thus, we compile a ground truth 
dataset that is representative of the to be classified commit 
messages to finetune a BERT model for our data. This 
ground truth dataset is based on five publicly available 
datasets and encompasses 17,908 short messages from 
software development that are manually labelled as 
positive, negative, or neutral [24]–[28]. Our finetuned 
BERT model achieves an accuracy of 97%. To capture the 
nuances of a commit message we calculate the message’s 
net sentiment by subtracting the predicted probability of 
having a negative message from the predicted probability 
of having a positive message. 

Eventually, we aggregated the data on users' commits, 
i.e., the number of commits, the commit message length 
measured in number of characters, and net sentiment, on a 
monthly level to make the analysis computationally 
feasible and reduce noise in the data that stems from 
irregular contribution behavior. Thereby, we obtain a 
panel data set with one observation per user and month. 

C. Research Method 

We use a difference-in-differences (DiD) approach to 
compare the behavior of analytics dashboards adopters 
with the behavior of a suitable control group [29]. To 
account for the staggered adoption of the analytics 

 
3 The collection of this data was only feasible thanks to the Python 
Multiprocess module [20], [21]. 

dashboard we normalize the months relative to the 
treatment group’s month of adoption. 

As users deliberately choose to adopt the analytics 
dashboard, there is a high danger of self-selection into the 
treatment group of adopters. This might bias the results 
because users might have changed their behavior before 
adopting the analytics dashboard. For instance, users 
could become more active and then adopt the analytics 
dashboard to show their increased activity. To account for 
this issue, we deploy look ahead coarsened exact matching 
to identify a suitable control group [30]–[32]. This 
approach encompasses two elements that are best 
illustrated with an example of two GitHub users, A and B, 
with A adopting the analytics dashboard in month m and 
B in month m+10. We can expect these users to be similar 
along time-invariant unobservable characteristics such as 
their dedication to contribute to GitHub because both 
adopted the analytics dashboard eventually. Additionally, 
we match these users based on observable characteristics, 
i.e., the number of commits (log), mean commit message 
length, mean net sentiment per commit message, and 
tenure in months (log) with the help of coarsened exact 
matching. This matching is based on the activity of both 
users in month m-6 to account for the possibility that the 
users might have changed their contribution behavior 
before adopting the analytics dashboard [31]. Thus, our 
identification strategy aims to reduce differences between 
user A and B along unobservable as well as observable 
characteristics. In our setting, user B can be considered a 
suitable control group for user A between month m-5 and 
m+4. Consequently, the DiD analysis is based on data 
from month m-5 to m+4 (including m as part of the after-
treatment period). We choose to analyze data from five 
months before and after the adoption to investigate the 
lasting impact of the analytics dashboard. Applying this 
matching procedure, we obtain a sample of 43,434 users 
(21,717 adopters and 21,717 future adopters) with 
434,340 user-month observations4. 

IV. RESULTS 

A. Number of Contributions 

To test whether the analytics dashboard influences 
developers’ number of contributions (Hypothesis 1), we 
analyze how the number of commits changes before and 
after the adoption. Fig. 2. illustrates the mean number of 
commits for adopters and future adopters of the dashboard 

 
4 We repeat our main analysis with a matched sample of adopters and 
non-adopters as well with all adopters using an instrumental variable 
approach. We obtain similar results as for the look ahead matched 
sample. 

 
Figure 2.  Number of commits around the adoption of the analytics 

dashboard 
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around the adoption of the analytics dashboard. At the first 
glance, it is obvious that adopters commit most in the 
month of adoption. This intuitively makes sense as users 
must have been active in the adoption month to implement 
the dashboard, increasing the probability that they also 
contributed to other projects. Furthermore, the mean 
number of commits by adopters increases in the months 
leading up to the adoption. However, the graph suggests 
that the increased number of commits persists even after 
adoption as can be seen by the widening the gap between 
adopters and future adopters. That is, considering the 
same temporal distance from the adoption month, users 
commit more in the post- than in the respective pre-
adoption period. 

To further test this assumption, we estimate a Poisson 
DiD regression on the monthly number of commits with 
user and calendar month fixed effects. Using a Poisson 
model is the appropriate specification as the dependent 
variable follows a count data distribution. Moreover, we 
estimate separate regressions depending on the users’ 
number of commits during the matching month to account 
for the idiosyncratic properties of user activity on GitHub. 
This contribution behavior follows a power law 
distribution where a minority of users is responsible for a 
majority of commits [33], [34]. The results are displayed 
in model 1 and 2 of Tab. I. The DiD coefficient (Adoption 
x After) is positive and significant for the low and high 
activity group which suggests that users commit more 
after adopting the analytics dashboard. 

Consequently, we consider the first hypothesis to be 
supported and conclude that adopting the analytics 
dashboard increases developers’ number of contributions. 

B. Message Length per Contribution 

As hypothesized, one might suspect that the higher 
number of commits comes at the cost that the adopters 
write shorter commit messages (Hypothesis 2). We 
investigate this proposition by considering the mean 
commit message length per commit. Fig. 3 displays the 
mean commit message length for adopters and future 
adopters around the adoption of the analytics dashboard. 
Surprisingly, we observe an increase in the mean commit 
message length per commit after the adoption of the 
analytics dashboard for the group of adopters. 

Following the same structure as before, model 3 and 4 
in Tab. I display the results of an ordinary least squared 
(OLS) regression on the mean commit message length. 
Again, we find both DiD estimators to be positive and 
significant suggesting that the commit message length 
increases after adopting the analytics dashboard. 

From these findings, we conclude that adopting the 

analytics dashboard positively influences developers’ 
message length per contribution and we reject the second 
hypothesis. 

C. Sentiment of Contributions 

Next, we examine the impact of the analytics 
dashboard on the commit message net sentiment as 
computed by our fine-tuned BERT model (Hypothesis 3). 
Model-free evidence in Fig. 4 suggests that the mean net 
sentiment of the commit messages among adopters is 
lowest during the month of adoption. This negativity 
partly diminishes in the following months but the commit 
message net sentiment for adopters stagnates on a visibly 
lower level than before the adoption and compared to the 
group of future adopters. 

We complement this model-free evidence with an 
OLS regression on the mean net sentiment of the commit 
messages. The results are displayed in model 5 and 6 of 
Tab. I. Interestingly, the DiD estimator is negative and 
significant for low activity users but not for high activity 
users. 

Overall, these findings provide partial support for our 
third hypothesis. We infer that adopting the analytics 
dashboard decreases the sentiment of contributions by 
users with low initial activity. 

V. DISCUSSION 

Sustainably incentivizing OSS developer contribution 
behavior is essential but current research does not offer 
deeper insights into the impact of external stimuli such as 
analytics dashboards. To fill this important research gap, 
we build on social comparison and goal setting theory and 
argue that social comparison between developers impacts 
developers’ number of contributions as well as associated 
message length and sentiment. Analyzing data from 
43,434 developers, we find evidence for a positive effect 
of an analytics dashboard on developers’ number of 
contributions and, surprisingly, associated message length. 
The latter might be driven by developers experiencing the 
need for longer documentation when committing more 
and collaborating with others [35]. Nonetheless, empirical 
evidence suggests a negative effect on contribution 
sentiment for initially less active developers. Two 
alternative mechanisms might explain the latter. First, less 
active adopters might experience higher stress or pressure 
mirrored in a more negative message sentiment. Second, 
these developers might adapt themselves to the tone of the 
platform. 

We contribute to research on OSS developers by 
uncovering negative effects of altering contribution 
behavior as well as potential underlying mechanisms. For 
practitioners, our results imply that one should be careful 

 
Figure 3.  Mean commit message length around the adoption of the 

analytics dashboard 

 
Figure 4.  Mean commit message net sentiment around the adoption of 

the analytics dashboard 
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when incentivizing OSS developer contributions as this 
might come at a cost for the developers or the platform. 

We are currently working on deepening these initial 
results to strengthen causal claims and to scrutinize 
underlying mechanisms. First, we are conducting 
additional robustness tests to test for parallel trends and 
the stable unit treatment value assumption. Second, we 
intend to conduct a randomized controlled trial with 
developers who are incentivized to adopt the analytics 
dashboard. Third, we are collecting additional qualitative 
evidence through interviews with adopters. 

VI. CONCLUSION 

Overall, our study suggests that the positive influence 
on contribution behavior triggered by analytics 
dashboards come at the cost of potentially harmful 
secondary consequences for the developers or the 
platform. 
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