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Abstract—Participatory sensing has largely focused on the
collection and dissemination of data, paying little attention to
the fact that people often struggle to use the data and relate
it to their daily lives. However, data is strongly connected to
the context, environment and community within which it is
gathered, whether by human or machine. Thus, those who
are local to the data - especially those who participate in its
collection - can bring valuable insights and can themselves
gain value from interpreting it. This paper offers an approach
for designing interactive narrative games with civic datasets,
which are designed to make data easier to interact with, discuss
and share in informal settings. It describes the planning and
execution of a public data exploration event based around these
activities. This work will be of use to people who are designing
civic interfaces to support participatory sensemaking from data,
especially in informal settings.

I. INTRODUCTION

Participatory Sensing (PS) - often also referred as citi-
zen science, crowd-sensing or crowdsourcing - is a type of
civic technology created to support civic participation and
encourage exploration of the physical environment through the
collection and interpretation of geospatial data about issues
of shared concern [1]. Local communities bring important
knowledge to both defining and finding solutions to the issues
that concern them. They also have important local knowledge
for making sense of the collected data. All data, especially
geospatial data, are local and have complex attachments to
the place from which they are derived [2], [3]. Thus, PS
is powerful when used by communities to not only gather
evidence, but to participate in the interpretation of data and
to bring in their understanding of the local context. This in
turn facilitates the general public to use data as evidence to
advocate for change or to contribute to urban planning and
decision-making.

Yet, even when they have a role in the collection of data,
most people still struggle to participate in its interpretation
and make sense of it in relation with their daily lives. Where
once the majority of research around PS concentrated on the
technologies to support data collection [4] and ways to engage
volunteers in sensing initiatives [5], very recently the focus is
beginning to shift to how this data can be made more usable
by the general public, especially those who lack expertise in
these types of activity [6].

This paper describes one approach to overcoming barriers
to using data for urban change, by using narrative principles
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and game mechanics to make geospatial data both easy and
enjoyable to interact with and make sense of [7]. We also
consider how to support participatory sense-making from the
data. In other words, how to foster the sharing of ideas
amongst the community from which the data came (both those
who contributed to its collection and those who did not) in
order to draw on their different experiences, knowledge and
goals. In this way, where PS harnesses the collective efforts
of the community, so might the interpretation of the data also
benefit from communal wisdom.

The setting for the work described here is an ’in the wild’
study [8] of a civic data exhibition that was designed to engage
the public with data that had been previously collected through
a participatory sensing initiative, in which members of the
local community had used an app to monitor their local area,
by finding and marking abandoned or ’lost’ items, invasive
species and nice places to visit. In this event, the public
would engage informally with the datasets, driven by their
own interests and time constraints. Therefore, the data had
to be presented in a way that would grab attention and be
easy to engage with, even in a very limited time-frame. The
approach we have taken is to frame a number of individual
data games which are designed to familiarise people who are
visiting the exhibition with the different datasets that have been
collected, in a short time frame. These games are designed
so that they adapt existing techniques for presenting data in
narratively coherent ways [9] whilst introducing an element
of interactivity to the data stories. We also explain how we
designed the space to lead people on a journey of increasingly
unconstrained exploration of data, increasing the agency that
the visitors have in creating their own stories from data, while
reducing narrative constraints.

The questions we aimed to answer during the design and
running of this event, were:

1) Can narrative data games engage visitors with data in

informal settings and within time constraints?

2) Does the design of the space and activities support

participatory sense-making?

II. RELATED WORK

Data on its own has little intrinsic value; the value is created
by its use and by the meaning that people place on it in a given
context. But data can be hard to find and use [10]. Thus, open
data is often under-utilised, especially when considering its
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use by citizens [11] and participatory sensing initiatives may
find that people are not using the data as much as expected
(6], [12], [13].

A range of research has looked at how to improve the
data literacy of the general population [14], [15], [16], [17]
to create a citizenship more able to understand and use data.
Whilst definitions vary, data literacy is generally considered
to be more than simply learning a set of technical skills, but
also includes the ability to use data for civic empowerment
[18], [19]. Data literacy skills support people to ask and
answer questions from data, taking into account its possi-
ble limitations, the hidden assumptions behind the data and
possible bias [20]. However, there are limitations to the data
literacy approach. Many data literacy initiatives are designed
for formal settings, such as in schools, where people have time
to learn new concepts, tools and data literacy techniques. In a
public setting where time is short a different strategy may be
needed to help people who are not data professionals to make
sense of large, or complex data sets. An alternative approach to
building data literacy is to make the data itself easier to read
and interact with [7]. Narrative principles are one approach
to structuring new experiences in a way that helps people
to make sense of them. The NAPA cards [21] are a set of
design patterns that use narrative principles to structure data
so that it can be presented in the form of data comics, made
up of individual panels which they describe as ’a narrative
element that captures a moment in the narration and focuses
the readers attention’. Another approach to promote interaction
with data is via games. Two fairly recent examples of this are
the Datopolis board game designed by the Open Data Institute
and the Datascape board game, designed to support learning
how to match data and problems [22].

Based on the related work and given the goal of engaging
people with data in a very short timeframe, our intentions
were not to build data literacy but instead to reduce the need
for data literacy skills by making the data easier to use and
make sense of. We wanted to design data experiences that
would a) entice the general public to explore the data collected
during the monitoring initiative b) facilitate sensemaking of the
data. We chose a gamification approach to engender the initial
engagement and the use of narrative for sensemaking.

III. DESIGNING NARRATIVE DATA GAMES

We utilised design patterns [9] to create individual narrative
elements (or panels), presented as playing cards, that would
frame the data in ways that highlighted the key dimensions
(table 1). Instead of presenting cards in a fixed narrative, the
goal was to design game mechanics in a way that would
support people to find and tell stories from the data in an
interactive manner. Narrative coherence was provided by fixing
either the spatial or temporal aspect of the data within any
given game and allowing the player to navigate only along
one dimension at a time.

The following describes three different data games that were
created based on the above principles. We also describe how
they were presented in the context of the data exhibition.
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Game  Data Dimension Design Template
A Type of data collected Narrative (Expose)
B Data collected across time Temporal

C Data collected across space  Faceting and Spatial

TABLE 1

DATA DIMENSIONS

Invasive Species Lost Items
T -
(2 20® 310 y
" M = - Wb
et o o™

I'm very domineering and I
push my way into places I
am not supposed to be. My
favourite places are in Uus-
Lavola, Skinnarila and
Keskusta.

1 fear that people do not
want me, as I am often left
behind wherever 1 go in
Lappeenranta. You never
know where you will find
me, or what I will look like

when you da!

Fig. 1. Speed data-ing. The player must turn the last card and read quickly.

A: Speed data-ing is designed to help visitors to get to
know the different collected datasets. Visitors have only 30
seconds to get to know each of the three main data types that
were monitored, these being lost items, invasive species and
nice places. A similar approach was used by [23] with personal
data, revealing how this might change the relationship that
people had towards data and the way they engaged with and
questioned it. A short time period is used, as positive time
based stress helps people to focus on most important aspects
and as such helps productivity too [24]. Key information on the
cards is a) the name and icon used to consistently identify the
dataset in the platform and in the exhibition b) the locations
where most instances of the data can be found c) the most
likely time periods containing data. This game is very low in
interactivity with the narrative presentation of data.

Week 30
i i)
Shark || Shark
Bytes Bytes
167 3 @ week2lll @ week 33}

Fig. 2. Shark-bytes. The first 3 cards are shown face up, the player predicts
the next two

B: Shark-bytes is based on the US television show Card
Sharks (Play Your Cards Right in the UK). The game normally
starts with a random playing card and the player has to guess
if the subsequent card (facing downwards) would be higher
or lower. In our version, each game focuses on one of the
data types and each card shows one weeks worth of data.
Players predict whether the value for that datatype went up,
or down (in total) in each following week. A player 'wins’
by getting to the end of the line of cards without error. We
anticipated that players would discuss how they base their
prediction, using their knowledge both of the city and also
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knowledge of human behaviour. For example, by knowing
popular holiday weeks, a player might predict lower values
because the people participating in monitoring might be away.
The aim of Shark-bytes was to support visitors in thinking
about the importance of finding and analysing data trends -
but also to cause reflection on how data is collected and how
this may lead to errors or bias in data. To support the players
memory, we also created a timeline of events in the city during
the monitoring period captured by the playing cards and also
an average of the weather conditions for each week. While
Shark-Bytes can be played alone, we were also interested in
the types of reasoning that people might bring to making
a guess and whether people would collaborate and discuss
how they made their predictions. This game maintains a fixed
spatial aspect but supports the player to navigate the data
across time. The player interaction slowly reveals the narrative,
which is presented in a fixed order.

Kivisalmi Kuusimaki
= = | tem 4
L3 . “i St items
Invasive Species 5
@@ e Places 4
|

Fig. 3. Data Trumps, showing back of Kivisalmi card and front of Kuusimiki
card, from which the player picks the category they think will *win’ the round

C: Data Trumps is based on the original Top Trumps card
game. Data Trump cards relate to places in the city where
the monitoring took place. Attributes are the three main data
types that were monitored (lost items, invasive species and nice
places) and the values are the total for the designated period
(in this case, 5 weeks of monitoring). This game is designed
to teach data comparison skills. Images taken by participants
in the monitoring were used on the back of cards, to give a
clue to the place (as even locals will not be familiar with all
areas of the city). In addition, a map of the region was printed
on the front of the card, along with the attributes and values.
This is a competitive game, that is played in pairs. Each player
takes a card and the player whose turn it is chooses an attribute
that they think will have a higher value than their opponent.
This game maintains a fixed temporal aspect but allows the
player to navigate all three types of data across space. It has
a much higher narrative interactivity than the previous two
games, given the random nature of the cards and the player
choice in choosing which attribute to find out about from the
opponent.

A. Designing the visitor experience

As the card games were designed to be displayed and
used in a public setting, it was important to consider the
visitor’s overall experience of visiting the exhibition space.
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Our approach was designed to lead the public through several
distinct phases of interaction with data, starting with a high
level of narrative constraint and low interactivity, leading
to increasingly less constrained data exploration with lower
narrative constraints imposed and higher agency for the visitor
to find their own stories from the data. These stages are shown
in Figure 2 and are now described in more detail, along with
the activities within each.

Data
Map Sculptures

Level of
Engagement

.Da(a

Trumps
.Shark
Bytes

’S peed
Data-ing

Low agency
High narrative
constraints

High agency
Low narrative
constraints

Fig. 4. Staged data exploration for increasing data engagement

Familiarise: The familiarisation stage consisted of the three
interactive games; i) speed data-ing ii) shark-bytes and iii) top
data-trumps, for visitors to the data exhibition to play. All three
card games were presented in tangible form. There was an
alternative digital version of the Data Trumps game that was
made available on an Apple Mac Computer placed directly
next to the physical version. The choice to present as cards
that could be picked up and played was based on the premise
that tangibility leads to deeper levels of engagement.

Explore: The exploration stage was designed to give visitors
free access to the data, via a map-based interface presented on
a large display over which they could easily collaborate. The
map supported actions such as selecting:

1) One or more data sets to look at;

2) A geographical region (with panning and zooming);

3) A time period.

Create: The creation stage provided visitors with an artwork
creation space to reflect a story they wanted to tell about
what they had seen. Craft materials were provided, inspired
by the data sculptures approach of D’Ignazio and Bhargava
(https://databasic.io/en/culture/).

B. Guiding the visitor experience and capturing feedback

In the data exhibition, knowledge of museum curation
strategies were used both to stage individual activities and
to configure the layout to guide visitors along the intended
path towards greater interactivity and storytelling from data.
However, each activity was also designed to be self-contained
and to make sense even if visited out of order.

Capturing feedback in a public place designed for fun can be
problematic if it begins to detract from enjoyment of the over-
all experience of being in the place. As participation in the data
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exhibition was based on semi-structured activities, evaluation
could not happen in a controlled way. Also, attending the event
and all engagement actions were entirely voluntary. Since
intervening with questions or questionnaires could distract the
attention from participation, the data capture was designed to
be unobtrusive and directly fitted to event themes. There were
two primary methods of collecting data. Firstly, directly from
visitors and secondly through observation.

C. Visitor contributed

Each visitor was offered the opportunity to take a sheet
which had a place for a stamp and a place to mark some
feedback on a 5 point scale. The scale was presented as faces
to make it appealing and easy to use, knowing in advance that
there would be several schools visiting on that day. Visitors
who collected stamps for all the activities were able to take
a lollipop when they handed them in. Stamps with different
colours and patterns were placed at each activity station. In
this way, data could be collected about the order in which
visitors did the activities.

D. Observation

The second method through which data was collected
was by direct observation. This type of observation can be
extremely challenging in a public space, especially when it
is conducted in real time. The purpose of the observation
data was to provide some additional support for the visitor
contributed data. Observation data was captured directly onto
maps of the exhibition layout. To measure engagement, we
adapted a number of individual behaviour measures from Falk
[25] to fit our context and then weighted them according to
the levels of engagement within the Visitor Based Learning
Framework (VBLF) developed by Barriault and Pearson [26].
Both scales were created to measure engagement within in-
formal settings, such as museums.

Level  Description
1A Doing activity in passing
1B Doing activity somewhat completely
1C Doing activity completely, but no further exploration
2 ’Purposefully’ watching others engaging in activity
3 Repeating the activity
4 Expressing positive emotional response
5 Referring to past experience while engaging in the activity
TABLE II
VBLF MEASURES
IV. RESULTS
A. Visitors

A total of 158 visitors (80 female, 78 male) indicated their
presence at the exhibition by placing a LEGO piece onto a
LEGO bar graph, used for capturing demographics. Breaking
this down further, there were 28 visitors between 0-10 and 122
between 11-20, showing that children make up most of our
sample. This is due to a number of schools bringing students
to the event during the morning. Not everyone placed a piece
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Level  Description Weight
L1 Irrelevant behaviour (messing around, eating) 0
L2 Focusing attention on game cards, or map display 0
L4 Interacting randomly 0
L5 Visitors negotiate what to do or discuss the activity 1
L6 Visitors take turns in doing the activity 1
L7 Playing game as intended 1
L8 Two visitors do the activity at the same time 1
L9 Playing again, changing variables 2
L10 Smiling, pleased with exhibit 3
L11 Stronger signs of enjoyment 3
L12 Obvious signs of eagerness to participate 3
L13 Relating the activity to own life 4
L14 Can’t tell 0

TABLE III
INDIVIDUAL BEHAVIOURS AND WEIGHTS

of LEGO and this was particularly true of older visitors, so
the true picture is not quite as out of balance as it appears
here. Figure 5 shows pictures from the exhibition.

Fig. 5. Exhibition set up

The stamp sheets were analysed to evaluate the level of
engagement visitors had with the different activities. 149
visitors completed a stamp sheet, meaning that they placed
at least one stamp or one rating onto the sheet. While we do
not have information about who completed these sheets, it was
observed that the majority of these were from the under 20
demographics. 5 sheets were removed because the visitors had
not understood where to get stamps and had visited other stalls
within the carnival area and written feedback about those. 5
further sheets were removed as it was observed that the visitors
had given feedback without engaging in the activities first. This
left a total of 139 sheets for analysis. Analysis of these sheets
revealed that 71 of the 139 visitors went to each activity in
the intended order, 1-5, which is just over 51 percent of the
sample. A further 5 visitors started in order and then did not
complete remaining activities. In some of the remaining cases,
there is only slight disruption in the ordering, for example
visiting in the order 51234, or 15234. Others are completely
disrupted (6 people visited in the order 53214) whilst 3 people
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visited everything in reverse, going 54321. Some disruption
can be explained by the busy times, when there were lots of
visitors at once and people tended to visit the activity that had
less people waiting. Only 16 people did not complete all 5
activities.

Each activity was rated between 1-5, where one was least
enjoyment and 5 was maximum enjoyment. Not all stamped
activities received a rating, leaving a number of missing values.
Interestingly, it was usually the last rating that was left out,
indicating a type of post-completion error where visitors were
focused on the goal of collecting stamps and not on the rating
that they gave. The activities were:

1) Speed Data-ing

2) Shark Bytes

3) Data Trumps

4) Map Interface, with questions

5) Data Sculptures

The mean ratings for the activities 1-5 (in order and with
SD in brackets) were 4.2813 (1.03825), 4.3789 (0.67128),
4.4719 (0.61865), 4.4028 (.67989) and 4.5068 (.7092). The
significance of the difference between ratings on the different
activities was calculated using Wilcoxon Signed Ranks Test.
A Bonferroni correction gives a significance level of 0.05.
This showed a significant difference between the mean rating
for activity 1 and activity 3 (Z = -3.050, p= .002), and also
between activity 1 and activity 5 (z = 3.162, p = .002), but
not between the other activities. To investigate this further,
the same tests were conducted between the ratings given by
people who encountered activities in intended order and those
who did not. This showed a significant difference in ratings
when people did activities 1 and 3 in order (z = 2.882, .004)
but not when they did them in reverse, e.g. 3 and then 1. This
result indicates that the ordering of at least these activities is
important for fostering engagement.

Detailed observations of engagement were made by trained
observers. In total, 39 people were observed, 20 female and
19 male. 8 were estimated to be over 20 and 31 were under
20. 16 participants visited the activities in the order 12345,
a further 3 started in order but did not finish. Several of the
observed visitors only completed one activity, which was the
4th activity (interactive map).

Each activity received an engagement rating between 0-4.
This was calculated as a weighted average from the set of
individual behaviours, adapting the equation used by Falk to
obtain a weighted measure of engagement:

> bjw;

Bj=21
n;
where:
b; = the score for the behavioural category j
w; = weighting for category b;
n; = total incidences of behaviour annotated for that activity
The mean ratings for the activities 1-5 (in order and with

SD in brackets) were 0.6682 (0.65715), 0.8362 (0.72627),
1.1591 (0.67726), 0.9931 (.91204) and 1.1375 (.68704). The
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low mean scores are due to individual behaviours L1-L4,
which in quantity can bring the overall engagement rating
down. Given the age of the visitors and the fact that they were
visiting in groups, there were many times when a visitor under
observation was distracted from the activity. Another issue is
that it was difficult for observers to identify L.13 behaviour,
where visitors related the experience to their own lives, without
intruding on conversations.

However, the important finding is that the overall trend of
the observation data is similar to that found from the self
reported engagement and so for the purpose of being used to
validate the accuracy of the self reported data, these findings
do lend confidence. From both measures, activities 3 (Top
Trumps) and 5 (Data Sculptures) were the most popular. The
sample size of the observed data is quite small, therefore the
more detailed comparison looking at order effects would not
be reliable and so was omitted for this data.

V. DISCUSSION

In answering the question can narrative data games en-
gage visitors with data in informal settings and within time
constraints? the self reported engagement measures, which
were validated by formal and informal observation, showed
a good level of engagement across all activities. The staged
exploration did appear to support visitors to make sense of
the data, this was shown through the effects of ordering on
engagement. The explanation for these order effects could be
that familiarisation with the datasets through the Speed Data-
ing task prompted deeper types of engagement with the data
via familiarisation when subsequently playing Data Trumps,
rather than just focusing on surface elements of that task if
coming to it without getting to know the data types first.
However, Speed Data-ing itself was the least popular activity.
This was the most narratively constrained activity, suggesting
that the interactive elements were important in fostering en-
gagement. In fact, there was a slight trend towards increasing
engagement as agency increased, which was disrupted by the
Data Trumps game. This was the last activity that had both
game-like elements and structured narrative, lending credence
to their importance.

Next we consider the question How does the design of
the space and activities support participatory sense-making?
While there was evidence of sense-making, it is harder to
identify with any certainty whether this was individual or
participatory, for reasons we now explain. We have taken the
view that participatory sense-making is a form of collective
intelligence that emerges from interaction between people, in
this case around the collected data. While methods for for-
mally measuring collective intelligence have been developed
and used in laboratories and in online settings [27], there is
no easy method available for capturing and measuring it at
such a public event as the data exhibition. Another approach is
to consider whether the conditions for collective intelligence
were met. James Surowiecki [28] considers four conditions,
which are: diversity, independence, utilization of decentralized
knowledge, and effective aggregation of dispersed knowledge.
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Within the data exhibition, there is evidence that people
did try to relate the data to their daily lives, especially in
the Shark-Bytes game. There may not have been diversity
of age, but almost certainly a diversity of thinking across
the school-age population of the city who visited with their
schools. We can also assume that people would arrive at
the exhibition with some level of independence of thought.
From this, we might conjecture that we have conditions
from which collective intelligence might emerge. But without
mechanisms for formally measuring the extent to which this
has caused dispersed knowledge to be aggregated, we have
failed to recognise whether or not is was realized. This needs
further and more formal study from which to draw concrete
conclusions about what was occurring and why.

VI. CONCLUSIONS

This paper has described a data exploration event that has
shown that gamified interactive data narratives can act as a first
step towards supporting engagement and possibly participatory
sense-making. Interfaces to data are important and should
be appropriate to the setting. A data exhibition in a public
place is better enjoyed through tangible and creative activities
rather than through a screen. The novel contribution is in
demonstrating how principles used to balance interactivity
against narrative constraints for creating engagement can be
applied to data storytelling as well as more conventional
narrative forms. We also show how to use game elements
to foster engagement and support narrative interaction, which
can be particularly useful when there is only a short time in
which people can engage with the data. Possible uses for this
could be in empowering the general public to make sense of
data and to bring their local and collective knowledge to its
interpretation, for example in participatory sensing or citizen
science activities.
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