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Abstract—Despite the rise of the metaverse, surprisingly,
little research has explored the effects of immersion within
the metaverse on individual user behavior. This study begins
to fill this gap by examining the effect of dehumanized
avatar identities—making avatars look less human-like—
and its consequences for ethical behavior. We conducted
an online experiment (N=130) to test if an avatar’s level
of dehumanization increases unethical behavior. Our study
assessed three different levels of dehumanization (human-like
vs. animal-like vs. abstract avatars). The results indicate that
participants’ willingness to cheat increases when engaging
through an abstract and more dehumanized avatar. This
study reveals the hidden risks of avatars in the metaverse
and sheds light on the delicate relationship between unethical
behavior and avatar dehumanization.
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I. INTRODUCTION

The metaverse is expected to grow rapidly within the
next years', so understanding users’ behaviors within the
metaverse is of utmost importance for companies and
organizations. Users typically interact by choosing an
avatar representing them in the digital sphere, also known
as (digital) embodiment [1], [2]. In other words, they hide
behind a digital self while interacting with others.

Hiding behind a digital self, however, may lead to
unintended consequences; for example, the enhanced state
of anonymity may increase unethical behavior such as
cheating. Thus, this paper explores one unique form of
embodiment in digital self-representations, anthropomor-
phism levels, and how this affects unethical behavior.
We define a high anthropomorphized avatar as those
who typically maintain a human-like form and low an-
thropomorphized avatars with dehumanized features (e.g.,
abstract, robotic, animal forms). Following the mechanis-
tically dehumanized discussion [3], we raise the research
question of whether ethical values found in the real world
still apply to the virtual world for dehumanized avatars
(i.e., low anthropomorphism). In particular, we study how
ethical choices are affected by anthropomorphism levels
of the digital embodiment of the self.

The present research starts to answer this important
question by bridging the literature on ethical behavior
and anthropomorphism to put forth the idea that when
digital representations are less anthropomorphized, users
may have more predisposition to cheat. Specifically, in
this working paper, we begin to answer those questions

Thttps://www.statista.com/statistics/ 1288048 /united-states-adults-
reasons-for-joining-the-metaverse/
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by applying an initial online experiment (N = 130 partici-
pants) to show how constructions and definitions of the self
(for example, as an avatar) may impact ethical behavior in
digital environments. Specifically, we show that digital-self
representations with lower levels of anthropomorphism—
more abstract or animal-like avatars—Ilead users to cheat
more.

In documenting these effects, this research makes sig-
nificant contributions to theory and practice. To the best
of our knowledge, this study is among the first to ex-
perimentally manipulate and test how avatars and their
different anthropomorphism levels affect ethical behav-
ior and decision-making. Next, we theorize about digital
embodiment of the self, anthropomorphism, and cheating
behavior. We then present the study that tests our predic-
tion. The paper ends with a discussion of the theoretical
implications of our findings.

II. THEORETICAL BACKGROUND AND
HYPOTHESIS

We draw upon two distinct research streams: (1) Avatars
and the digital embodiment of the self, and (2) Dehuman-
ization and cheating behavior. We have chosen avatars as a
study context because they are well-studied regarding their
effect on users’ decision-making [4], [5]. Additionally,
users are increasingly interacting with avatars making
decisions in the digital environment, and extending their
identities to digital environments [1], [S]. This makes
avatars a practically relevant and timely topic to study.
Furthermore, as we are interested in the effect of de-
humanization on online cheating, avatars are ideal for
incorporating the concept of anthropomorphism, as avatars
are malleable regarding their external appearance and
individual styling.

A. Avatars and Digital Embodiment of the Self

Avatars are graphical representations of real-world users
in a digital environment. They can be divided into generic
and customized avatars [6]. While generic avatars are
pre-defined, customized avatars are malleable and can be
changed according to one’s preferences. Our study builds
on the extensive literature on avatar research [6].

A vast amount of literature found that users’ decision-
making in a digital environment is affected by an avatar’s
main appearance [7]. In this sense, users can extend them-
selves by using a digital representation (i.e., an avatar),
which can also affect real-world decisions. Interestingly,
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when people create an avatar, it can develop new con-
structions and definitions of themselves [1]. While users
can alternate their avatar body, selecting and re-configuring
its image, they feel free to become their ideal selves. For
instance, people can have a new gender identity online
or represent their aspirational self-image [8]. The idea
of (digital) embodiment [1] explains changes in decision-
making, as consumers are free to create new identities
in the digital world, re-creating their selves and, conse-
quently, changing their behavior.

B. Dehumanization and Cheating Behavior

Individuals’ offline behavior can be affected by even
the smallest changes between their real bodies and vir-
tual selves. However, studies show that different levels
of avatar anthropomorphism—making avatars look more
human-like by attributing human-like qualities [9]—can
diminish this impact, thus increasing the similarity be-
tween the virtual and offline behavior [10]. For instance,
avatars wearing a user’s real face increase their identifica-
tion level with this avatar [11], which can lead to conse-
quences in the real world. For example, people, who ob-
served their own real faces on an avatar, had a significantly
higher willingness to quit smoking, in comparison with
the other-avatar condition [10]. While the relation between
anthropomorphism and avatars is optimistic, dehumanized
characteristics on avatars are increasing within the meta-
verse context. It is becoming more and more popular to
create avatars with lower levels of anthropomorphism;
we call this phenomenon dehumanization, which is the
attribution of animal or object traits to oneself (i.e., avatars
with geometric forms) [12].

Most previous literature focuses on making avatars
more human-like, that is, increasing the levels of an-
thropomorphism; however, less research focuses on the
opposite effect, that is, making avatars look less human-
like, for example, the consequences of using animal-
like or abstract avatars [12]. This effect is also referred
to as “dehumanization,” that is, removing human traits.
Removing human traits might also have unintended con-
sequences; for example, people acting via a dehumanized
avatar might also act less morally or ethically. Given
that users are typically free to choose any type of avatar
in most virtual settings—human-like, animal-like or even
something else—we investigate how dehumanizing avatars
affects real behavior. Specifically, we will focus on ethical
behavior for two reasons: (1) ethical behavior is usually
associated with humans, and using dehumanized avatars
may also lead to less ethical behavior; (2) understanding
how avatar choice influences ethical behavior may help to
design better avatars, which might lead to less cheating in
virtual worlds.

Online cheating has been shown to be a major problem
in digital environments [13]. Cheating comprises con-
scious unethical behavior, such as lying or manipulat-
ing performance standards to promote self-interests [14].
Cheating behavior can increase when users are behind
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their digitally reembodied selves. Previous research ex-
plains this effect as users feel more anonymous and lack
accountability when being in a digital environment [15].

Thus, in the same way, that an anthropomorphized
avatar endorses healthy offline habits [10], we posit that
dehumanized avatars can possibly affect people’s ethical
behavior. Specifically, we predict that people can hide
behind an avatar; and that the more dehumanized an
avatar look, the more users tend to act less human-like.
That is, moral standards go down, which leads users
with dehumanized avatars cheating more. Therefore, we
formally hypothesize:

Hypothesis 1 (H1): Users exposed to more (less) de-
humanized avatars cheat more (less).

Our hypothesis highlights a significant contribution to
avatars and ethical behavior discussion. Although previous
studies applied avatars to verify ethical behavior, these
investigations typically demonstrate the manipulation as-
pects of anthropomorphism and not dehumanization [16],
[17]. Further, no manipulation of dehumanization was
associated with unethical behavior, as most of the studies
are also related to man vs. machine, that is, the comparison
between Al and human interaction [18]. Another example
is [19], who proposed to study realistic vs. unrealistic
avatars. The authors manipulated both conditions using
human features rather than geometric or animal features.

Avatar W (
ization level

Cheating Behavior
(human vs. animal vs. geometric form)J L

Fig. 1: Conceptual framework

I1II. METHOD
A. Material and Procedure

We conducted a between-group online experiment to
test our hypothesis. We randomly assigned participants
to one of three avatar conditions, only differing in the
level of dehumanization: (a) the human-like condition,
in which the avatar looked like a human and the level
of dehumanization was relatively low, (b) the animal
condition, in which the avatar was a dog, and the level
of dehumanization was relatively moderate and (c) the
abstract condition, in which the avatar was a white geo-
metric form and the level of dehumanization was relatively
high (see also Figure 2). All material was presented via
Qualtrics.

We told participants that they were part of a metaverse
study. After participants were randomly assigned to one
of the three avatar conditions, we let them play the mind
game [20], [21]. In this game, participants were asked to
think of a number between one and six (the range of a die).
Afterward, on a new page, a random numbers generator
rolled a six-sided die. Participants were then asked to
report “yes” if the number they thought of matched the
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human-like animal abstract

Fig. 2: Treatment conditions

die outcome, otherwise “no.” To incentivize cheating,
participants received £1 when they reported “yes,” and £0
if they reported “no.” At the end of the experiment, we
gathered demographic data and debriefed the participants.

B. Participants

We used Prolific (https://prolific.co) to recruit partici-
pants who are older than 18 years and reside in the US.
In total, we recruited 150 participants. Twenty participants
did not pass an attention check, resulting in a final sample
size of N = 130 (age = 40.3 years, 44% female). We
paid all participants £1 (about US$1.21) for a 7-minute
task, a payment equivalent to an hourly wage of £9.11
(US$11). In addition, they received a bonus depending on
their decisions made in the experiment (described above).

C. Measures and Model Specification

The purpose of our analysis is to compare reported
matches—i.e., the number people thought of and the re-
sults of the random numbers generator—across conditions.
According to our theorizing, we expect more matches in
more dehumanized conditions, that is, individuals cheat
more when they are exposed to animal-like or abstract
avatars. Our dependent variable was binary, that is if an
individual indicated a match (=1) or not (=0). Hence,
we specified a logistic regression model to estimate the
effect of being in a particular condition—human-like vs.
animal vs. abstract—on a participant’s likelihood to report
a match:

Pr(match; = 1) = logit(p;) = o+ 8 x condition;, (1)

where « is the intercept representing reported matches
in the human-like condition, which also served as baseline;
B represents the differences of matches reported in the
other conditions, either the animal or abstract condition.
According to our hypothesis, we expected [ to be positive
and significant for the animal and abstract conditions. That
is, participants report more matches in those conditions
compared to the human-like condition.
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IV. RESULTS
A. Descriptive Statistics

Figure 3 presents the descriptive statistics by condition.
In the human condition, 47.91% of the participants re-
ported a match. This indicates cheating, given an expected
value of 16.67% (the probability that a participant’s report
matches the random numbers generator is 1 out of 6). In
the other condition, the share was even higher: 63.26% in
the animal condition, and 66.67% in the abstract condition
reported a match.
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Fig. 3: Conditions and respective cheating share

B. Estimation Results

Table I presents our estimation results. Coefficients are
presented on an odds scale. The results show that the odds
of reporting a match in the abstract condition are 2.21
times higher than in the human condition (the reference
group). Likewise, the odds of reporting a match in the an-
imal condition are 2.13 times higher. Both coefficients are
positive and significant, thus supporting our hypothesis.

TABLE I: Logistic Regression Results (Odds-Ratio)

Dependent variable:

Binary: reported match (yes = 1)

Abstract condition 2.21%*
(0.88-5.76)
Animal condition 2.13*
(0.93-5.02)
Intercept 0.41
(0.09-1.78)
Controls yes
Observations 130
Log Likelihood —84.316
Akaike Inf. Crit. 178.631

Notes: *p<0.1; **p<0.05; ***p<0.01

We used age and gender as controls.
Confidence intervals in parentheses.

V. GENERAL DISCUSSION

Summary. The present research sheds light on the
role of digital self-representations (i.e., avatars) on ethical
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behavior. Specifically, we examined how different levels of
dehumanized avatars—human-like, animal-like, abstract—
can increase cheating behavior.

Theoretical contributions. The present research makes
primary contributions to the disposal literature. First, we
provide clear and causal evidence that users are more
willing to cheat within a digital context when acting
through a dehumanized avatar. Specifically, by manipulat-
ing three different levels of dehumanization (human-like
vs. animal-like vs. abstract avatars), we found that users
acting through a dehumanized avatar cheat more in 20% of
the cases. Second, our results demonstrate that participants
in a human-like (i.e., anthropomorphic avatar) condition
act less dishonestly (approx. 16% less) than when assigned
to an abstract or animal avatar. We contribute to the digital
self-extension theory [1] by showing how the embodiment
of a self on a dehumanized level can affect ethical behav-
ior. The effect of anonymity on unethical behavior [22]
can be even more substantial on the metaverse as users
create and identify their selves with a new digital self,
diminishing their ethical values.

We also contribute to avatar research [10], [11] by
showing that anthropomorphism and dehumanized char-
acteristics can influence ethical behavior. Dehumanized
avatars (i.e., low anthropomorphism level) appear to boost
unethical behavior. Thus, our results add to the novel
research vain of dehumanization and digital selves [3],

[7].

Limitations and future research. This research has
some limitations that offer avenues for future research.
In this study, we relied mainly on an online experiment,
manipulating generic avatars, which participants could
not actually customize. Despite manipulating a fictitious
metaverse scenario, our online study was not tested on a
real digital platform. Another limitation is the use of only
one gender in avatar manipulation. Thus, future work may
wish to change how avatars’ pictures are displayed on the
manipulation, emphasizing the avatar as the participant’s
identity.

Thus, an additional study could examine whether differ-
ent genders impact our main effect. Further, the salience
of the avatar image could also be increased by keeping
it visible through each decision stage, thereby increasing
the manipulation impact. This can be executed in two
ways: First, by presenting avatar images during the mind
game stage. Second, the avatar presence may also be
highlighted by increasing the experiment’s sense of reality.
For instance, future research could examine the impact
of digital self-representations on dishonest behavior by
applying Virtual Reality scenarios. As users are able to
customize avatars according to their own preferences, a
personalized avatar could act as an extended self and thus
could be strengthening the effect. Future research could
further examine whether ethical behavior is affected by
underlying processes such as socioeconomic vulnerability
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and personal control.

Managerial implications. Finally, our findings bring
important implications for the design of digital envi-
ronments for several stakeholder groups. As our results
showcase the potential unethical behaviors of digital-self
representations that are distant from the human form, we
invite behavioral researchers and practitioners to consider
how interventions might be used to improve ethical behav-
ior in the metaverse. As the immersion in the metaverse
may daze boundaries between the real world and the
virtual world, we highlight the importance of ethical
procedures during the primary phase of virtual worlds, the
avatar creation and self-identification. In this sense, our
results featured the need for ethical guidance associated
with avatars’ dehumanization level, increasing cheating
probabilities. For instance, educative programs in order to
increase users’ identification with avatars, despite their de-
humanized form, shall decrease this phenomenon. Further,
companies may want to nudge metaverse users to consider
the unethical cues that dehumanized avatars can portend
for their virtual network. Cheating behavior could also
be improved with the development of ownership nudges,
making users more accountable for their actions even
on dehumanized avatars. Our findings also suggest that
consumers might want to consider shifting their avatars
into a more anthropomorphized form to collaborate in
an ethical digital environment. A universal ethical user
certification could also be developed in order to create
individual accountability and credibility online. Finally,
we urge that ethical considerations and feasible solutions
need to be discussed and built into the first step of the
metaverse immersion, which has also shown to be one
of the most important: the development and identification
with an avatar.

VI. CONCLUSION

In this paper, we hypothesized and tested the effect
of dehumanized avatars on online cheating behavior. In
particular, results show that users are generally more
willing to cheat when acting through an avatar in a digital
context. A more dehumanized avatar (animal or geometric
form) leads to more cheating behavior.
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