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Abstract – Missing values handling in any collected data 

is one of the first issues that must be resolved to be able to 

use that data. This paper presents an approach used for 

missing values interpolation in PurpleAir particle pollution 

sensor data, based on a correlation of the measurements 

from the observed locations with the measurements from its 

neighboring locations, using KNIME Analytics Platform. 

Results of our experiments with data from five locations in 

Bosnia & Herzegovina, presented in this paper, show that 

this approach, which is relatively simple to implement, gives 

good results. All modeling and experiments were conducted 

using KNIME Analytics Platform. 

Keywords - interpolation; correlation; sensor data; 

KNIME; missing values; particle pollution (PM2.5) 

I. INTRODUCTION 

We are witnessing an increasing presence of data 
collection from many different sensors in various fields of 
application. These data should be analyzed and used to 
find certain relationships, rules, patterns, etc. which is not 
so easy, bearing in mind the volume and the quality of the 
data. One of the problems with the collected data is related 
to missing values. There is no straightforward answer how 
to deal with missing values in the collected data and 
various approaches are used [1].  

Nowadays, there is more and more awareness of 
environmental pollution, so there are more and more 
activities in that field with an emphasis on pollution 
measurements using sensors like PurpleAir sensors. 
PurpleAir sensors are low-cost sensors for measurement 
of air quality monitoring. They use laser particle counters 
to provide real time measurement of temperature, 
humidity, PM1.0, PM2.5 and PM10. This paper is only 
about particle pollution (PM2.5) data. These sensors can 
be connected to a WiFi network. That way, the 
measurements from the sensor are accessible on that 
network. Additionally, users of PurpleAir sensors can 
register their sensors on the PurpleAir real-time map. The 
PurpleAir real-time map is a web application that displays 
a network of community owned PurpleAir sensors. It 

enables downloading and use of data for various research 
projects [2,3].   

One of the major issues related to the use of the 
collected data is that there are missing values (missing 
measurements). To be able to use data in a good way, it is 
important to solve that issue at the beginning of any 
research. Measurement errors and sensor failure are not so 
rare in data collection and are one of major reasons for 
missing measurement values [4].  

The data collected from PurpleAir sensors are time-
series data. There are many methods to interpolate time-
series data and that way to solve missing values issue. In 
[5] is given good overview of the interpolation methods:  

• deterministic like nearest-neighbor, polynomial, 
based on distance weighting, based on Fourier’s 
theory, and others; and 

• stochastic like regression methods, autoregressive 
methods, machine learning methods, methods 
based on data dynamics, and others. 

This paper is focused on resolving the issue of missing 
PM2.5 values in data from PurpleAir sensor, using 
existing data from neighboring locations. Neighboring 
locations usually share the same climatic and geographical 
properties which means that they mostly share the same 
causes of particle pollution. Logically, some causes will 
always be related to some local properties, but if 
neighboring locations are close enough then we can 
conclude that they share many common causes of particle 
pollution and that they share common climatic and 
geographical conditions. Based on that, we can say that 
there should be a significant correlation between PM2.5 
data from these locations. Generally, correlation should 
not be used as a proof of mutual causality, but it can be an 
indicator of sharing common causes, which is important in 
this case. So, we can say that common causality is proved 
by the proximity of locations. In this case we can conclude 
that the correlation between locations is a good indicator 
of sharing common causes of particle pollution. 

The main idea is to use correlation as a base for 
calculating weights, instead of distance weighting. This 
way, missing values handling is not so complicated 
process, while the obtained results are very good. 
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II. DATA 

In our project we analyze data publicly available on 
the PurpuleAir real-time map [6], collected on several 
PurpleAir sensors located in Bosnia and Herzegovina. 
This paper uses data from sensors located in cities: Bihac, 
Bosanski Petrovac, Bosanska Krupa, Prijedor, and Velika 
Kladusa. Fig. 1 shows these locations on the map. Results 
and conclusions in this paper are based on the data from 
listed locations, for the period 01.01.2021 – 29.09.2022, 
and 60 minutes averages were used. Data was downloaded 
as CSV files on 30.09.2022. 

If we observe listed locations on the map on Fig. 1 we 
can note that city Bosanska Krupa is surrounded by cities 
Bihać (air distance around 33 km), Velika Kladuša (air 
distance around 33 km), Prijedor (air distance around 47 
km), and Bosanski Petrovac (air distance around 35 km). 
Based on the geographical location of these cities we 
decided to analyze and interpolate missing values for the 
city Bosanska Krupa, based on data from cities: Velika 
Kladuša, Bihać, Bosanski Petrovac, and Prijedor. 

Table 1. shows locations list with data counts for the 
observed period 01.01.2021-29.09.2022 (primary, 60 
minutes average) It is expected to have 15288 
measurements for 636 days x 24 hours/day, but each of 
the sets do not have all entries. For the observed location 
there are 13970 entries, and 1318 entries are missing. 

There are 787 entries in the data sets of all neighboring 
locations with entry time (created_at column) that do not 
exists in the data set for the observed location. That means 
that these values can be interpolated based on the existing 
data from the neighboring locations. 10060 entries in the 
data sets of all 5 locations are with the same entry time 
(created_at column) and they can be used for finding 
correlation between the observed location and their 
neighboring locations. 

III. MODELING USING KNIME 

KNIME Analytics Platform [7] is a very popular tool 
for various research projects. In this project, related to 

PurpleAir data, we use it for modeling different kind of 
workflows including those related to handling missing 
values in data. 

At the beginning of the workflow, we use CSV Reader 
input nodes to read data from CSV files. Then 
manipulation nodes: Row Filter, Duplicate Row Filter, 
and Sorter are used to remove records with missing PM2.5 
values, remove duplicated rows and sort data by date and 
time. We do not need rows with missing PM2.5 values in 
further processing. 

By using Joiner nodes and the inner join setting for 
these nodes we create a new set composed of joined 
measurements for all five locations involved (four 
neighboring and one observed – target). That set contains 
only existing measured values on all locations for the 
same date and hour. If measurement is missing for any of 
five locations, then that date and hour is not included in 
this set. After that outliers are removed by using Numeric 
Outliers node. This new set is used to calculate the 
correlation between the four neighboring locations (Velika 
Kladuša, Bihać, Bosanski Petrovac, and Prijedor) and the 
observed location (Bosanska Krupa), using the Linear 
Correlation node. This node will calculate the correlation 
for all combinations of input columns, so it is necessary to 
filter the values of interest for the further processing. The 
results shown on Fig. 2.a indicate that there is a moderate 
to high positive correlation of PM2.5 values between the 
neighboring locations and the observed location. p-value 
stands for ‘probability value’ and it indicates how likely is 
that a result occurred by chance alone. Fig. 2.b shows zero 
p-values which indicates zero probability that this result is 
by chance. 

 

Figure 1.  Map of locations with PurpleAir Sensors (image taken from 

the PurpleAir real-time map on 30.09.2022) 

 
(a) Correlation values 

 

 
(b) Two-sided p-values  

 

Figure 2.  Filtered result of the Linear Correlation node. 

TABLE I.  LOCATIONS AND THEIR DATA COUNTS 

ID 
Location 

name 

Location 

Type 
Data Counts 

#1 
Velika 

Kladuša 
neighboring 

Number of entries: 12519 

Missing entries: 2769 

#2 Bihać neighboring 
Number of entries: 14050 
Missing entries: 1238 

#3 
Bosanski 

Petrovac 
neighboring 

Number of entries: 15275 

Missing entries: 13 

#4 Prijedor neighboring 
Number of entries: 13992 

Missing entries: 1296 

#5 
Bosanska 
Krupa 

observed 
Number of entries: 13970 
Missing entries: 1318 

320 MIPRO 2023/DS-BE



In general, the Linear Correlation node calculates, for 
each pair of selected columns, a correlation coefficient – a 
measure of the correlation of the two columns in data (two 
variables). When columns contain numeric values then 
Pearson's product-moment coefficient (1) is calculated [7]. 

 X,Y = cov(X,Y) / (XY) () 

cov(X,Y) is a covariance of two columns X and Y. X is 

a standard deviation for the column X, and Y is a standard 

deviation for the column Y. 

The Fig. 3 shows a snippet of the workflow with nodes 
related to weights calculation based on the correlation 
values. In the Java Snippet node are calculated four 
weight values (wi values) based on the correlation values 

(cori) using (2). 

 wi = cori / cori , i = 1,2,3,4. () 

Weights are then transformed to flow variables using 
Table Row to Variable node. These weights variables are 
then used to calculate interpolated values as a weighted 
sum of measurements from the neighboring locations. In a 
further analysis of the results, it is concluded that it would 
be good to correct the interpolated result by multiplying it 
with the average ratio between the expected and the 
calculated value. The calculated multiplication factor has a 
value of 0.896. Fig. 4 shows quality indicators generated 
by the Numeric Scorer node.  

Calculated weights and the multiplication factor are 

then used to interpolate missing values for the observed 
location. For that it is necessary to prepare the dataset that 
contains all rows with missing PM2.5 values in the dataset 
for the observed locations, but only for those date and 
time for which there are entries in datasets on all four 
neighboring locations. That way we ensure that we can 
calculate the interpolated value. For joining datasets, we 
again use Joiner nodes. 

In the final phase we joined the interpolated data and 
the existing data for the observed location to be able to 
make further analysis of the results. Our observations are 
presented in the next section of the paper. 

So, the interpolation is based on a weighted sum, 
where the weighting factors are not calculated on the basis 
of distance but on the basis of correlation between data. 
The reason for this is that climatic influences, which are a 
very important part of this type of problem, cannot be 
connected only to the distance of locations. There are a lot 
of factors that come into play, from terrain configuration 
to air flow, and all of these factors are reflected through 
the correlation factor, which is why the correlation factor 
was taken into account when calculating weights, instead 
of distance. 

IV. DISCUSSION 

Fig. 5 presents comparison of the final calculated 

 

Figure 3.  Part of the KNIME workflow where the correlation-based weight coeficients were calculated 

 

Figure 4.  Numeric Scorer node shows some quality indicators  

for the results. 

 

 

Figure 5.  Checking results by comparing calculated value (after 

applying the correction factor) and known values. 
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(interpolated) values and the real (expected) values. We 
can note that the calculated values are near the real values 
in most of the points (60 minutes averages). It can be 
noted that there are differences and that they are mostly 
related to higher peaks in real values. That can be 
explained as a local influence (local factors related to the 
observed location) that cannot be calculated (predicted) 
based on the data from the neighboring locations. 

Fig. 6 shows how interpolated values filled a larger 
gap of missing values. It can be noted that the transition 
from the interpolated to the existing values doesn't deviate 
much. For a few hours where there are interpolated values 
and for a few hours where there are original (real) values 
it can be noted that numbers are close to each other – 
around 20. Also, it can be noted that values decrease up to 
18.44 and then they rise, which means that the trend is 
captured too. Also, it can be noted that the average of 
three marked interpolated values on Fig. 6 is 21,11 which 
is close to the average of three marked original values that 
are following them in a sequence, which is 20,18. If we 
bear in mind the fact that pollution influences between 
locations are not transmitted instantly but with a certain 
delay, then these small deviations (10-20%) are expected. 
All that is an argument that this approach is good enough, 
especially when there are larger gaps of missing values, 
like in the presented example. 

Fig. 7 shows how interpolated values filled a small gap 
of missing values. It can be noted that the transition from 
the original to the interpolated values and back to the 
original values again is quite smooth. 

The presented model can be seen as a simple model 
that can at least partially fill in the missing values in the 
data. Since it relies on existing data from neighboring 
locations, it has limited possibilities because it depends on 
them. In practice, this means that missing values cannot be 
interpolated if only a single value from one of the four 
neighboring sites is missing.  

Of course, extensions of the model are possible in such 
a way that values are predicted based on more than four or 
less than four neighboring locations. In the case of an 
increase in the number of locations, it would be logical to 
expect an improvement in accuracy, but this increase 
cannot be significant, and it is difficult to verify it, 
because it would be very complicated to try to model 
microclimatic influences only for the observed location. 
Using fewer locations would result in less accurate values. 
The decision to use the four listed locations was more 
aimed at roughly covering the four sides (north, south, 
east, west) and thus covering the effects of climatic factors 
for those sides. That is why is less aimed at taking the 
closest locations. 

Creating a model for something involves making a 
number of decisions related to the complexity of the 
model. The introduction of additional parameters usually 
leads to greater precision, but this may not be of vital 
interest for solving a particular problem. Therefore, in the 
modeling process, it is very important to balance between 
the practical usefulness of the model and the ideal model. 
Although the presented model has its shortcomings, it is 
still good enough for practical application and allows us to 

make good enough estimations of missing PM2.5 values 
for the observed location. 

Regardless of all the shortcomings, this shows that, 
due to the fact that the locations share similar climatic 
characteristics, such a model allows us not only to fill in 
the missing values but also to roughly predict the values at 
the observed location, in case we don't have a sensor 
there, or the sensor doesn't work. 

The number of missing values at the neighboring 
locations does not necessarily mean that the presented 
model will not be able to produce many interpolated 
values. The result depends on overlapping missing 
periods. If for the missing period on the observed location 
we have data on the neighboring location then the total 
number of missing values on the neighboring locations is 
not important. For example, although for the location 
Velika Kladuša are missing 2769 out of totally possible 
15288 values which is 18,11%, the number of missing 
values on the observed location for which there are values 
on neighboring locations is 787, out of 1318 that are 
missing for the observed location. That means that for the 
observed location there are 8,62% missing values before 
applying the model and after applying the model number 
of missing values decreased to 3,47% which is an 
improvement of 5,15%. It would be possible to decrease 
this further by repeating the same process with other 
neighboring locations. 

V. CONCLUSION 

Our experiments showed that interpolating PM2.5 
values in data from PurpleAir sensor, using existing data 
from neighboring locations and weighted sum based on a 
historical correlation of data has many advantages 
including: (1) easy implementation, and (2) possibility to 
interpolate large gaps in the data. 

Comparing interpolated values and known (measured) 
values is possible to conclude that the interpolation results 
are very good. Discussion about results, and figures 
presented, argument our conclusions.  

KNIME Analytical Platform tool enables very 
effective work during data analysis and modelling so that 
research focus is on modeling and model representation in 
the form of a workflow, and not on programming of a 
solution. 

Our goal is to continue this research by calculating 
missing data using approaches based on the data for the 
observed location only, which can be a problem for larger 
gaps in data, so that we can compare approaches. Our 
final goal is to work on predictions of PM2.5 values for 
locations where PurpleAir sensor is temporary not 
working and not showing results on PurpleAir real-time 
map. 
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Figure 6.  Part of time-series where interpolated values filled a larger 
gap of missing values. Note the transition from the interpolated to the 

existing values.  

Figure 7.  Part of time-series where interpolated values filled a small 
gap of missing values. Note the transition from the original to the 

interpolated values and back to the original again. 
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