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Abstract: Employee absenteeism has a significant impact on 

the organization as it imposes high costs that can be reflected in 

the organization’s economic results. The impact can be seen in 

productivity, sustainability, competitiveness, profitability, and 

inter-organizational relations. Considering the wide range of 

causes of absenteeism, this paper provides a systematic overview 

of the causes considering different theoretical approaches. A 

primary survey was conducted (N=420), and the causes of 

absenteeism were divided into two groups of causes (personal 

causes and organizational causes). Unsupervised and supervised 

machine learning methods were applied to the data set. In the 

unsupervised machine learning phase, the Elbow data grouping 

method was applied, and the K-Means algorithm was used to 

assign each record in the dataset to a specific cluster. In 

supervised machine learning, the data were divided into 

learning and testing parts in a 70/30 ratio, and the Random 

Forest (RF), Decision Tree (DT), Support Vector Machines 

(SVM), and k-Nearest Neighbors (K-NN) classification 

algorithms were used. The best performance and area under the 

ROC curve (AUC) values are obtained using the RF 

classification algorithm. Using the machine learning algorithm 

RF, the main causes of absenteeism in both groups of causes of 

absenteeism were identified. From the group of personal causes 

(personal illness as well as illness of family members), from the 

group of organizational causes (mobbing, conflict with work 

colleagues) stand out the most important causes of absenteeism. 

Keywords: causes of absenteeism, employee absenteeism, 

unsupervised and supervised machine learningrt 

I. INTRODUCTION 

The absenteeism rate in Croatia, as in the countries of the 
European Union, varies over time. It depends primarily on 
the industry and the size of the business entity, as well as on 
various factors such as the economic situation, legislation and 
the environment. According to Eurostat data [1] on 
absenteeism in 2021, Croatia is not behind the European 
Union average. In Croatia, 10.6% of employees were absent 
from work in the first quarter (EU=9.4%), 8.1% in the second 
quarter (EU=7.6%) and 14% in the third quarter (EU=15%). 
The number of absences in 2021 is approaching the average 
for the period 2015 to 2019, while 2020 is characterized by 
numerous measures taken to contain the spread of COVID -
19, which consequently had a significant impact on the 
increase in absenteeism. 

Frequent worker absences negatively impact the cost and 
productivity of the business system, which can result in the 
end product or service being uncompetitive [2]. Absenteeism 
represents a significant cost to employers, and according to 
Absence Insight [3] , it is the second largest cost after salary 
costs, suggesting that significant savings in total labor costs 
can be achieved by addressing this issue, as much as 15%. 

The aim of this work is to identify which causes of 
absenteeism from the group of organizational and personal 
causes play the most important role in absenteeism, taking 
into account and highlighting the demographic characteristics 
of these workers. The above findings can be used in efforts to 
reduce employee absenteeism to the lowest possible level. 

This thesis follows the following concept: after 
introductory remarks highlighting the aim of the thesis, 
Chapter 2 provides an overview of the theoretical basis and 
previous research. Chapter 3 describes the methodology used 
and the data analysis, including the presentation of the results 
of the research conducted. Finally, Chapter 4 draws 
conclusions, identifies the limitations of the research, and 
provides recommendations for future research. 

II. THEORETICAL BASIS AND PREVIOUS RESEARCH 

Workplace absenteeism or absenteeism is an important 
issue for all organizational stakeholders, not just HR 
professionals. Any justified or unjustified absence of an 
employee from the workplace is called absenteeism. 
Absenteeism is the absence of an employee from work, and 
the main causes are sick leave and abuse of sick leave by 
employees [2]. The slowness of public health procedures, the 
lack of an absence management process in organizations, a 
negative organizational culture, and a rigid labor law 
framework often lead to unnecessary costs [2]. The author 
also notes that sick leave is the most prevalent form of 
absenteeism, but that there are other forms, such as being late 
to work, taking frequent breaks, manipulating leave, and 
"apparent attendance." Absenteeism should be looked at from 
different angles to understand its impact at different levels: 
from the social to the individual level. In general, 
absenteeism is a major problem in companies, and a 
distinction must be made between regulated and unregulated 
absenteeism [4]. Worker absenteeism has negative 
consequences for the operation of the company, relationships 
between colleagues, and the ability to work as a team, and 
affects workers' families and the environment [5]. Identifying 
the causes of absenteeism allows for better management, 
recognition of uncontrolled, partially controlled, or fully 
controlled forms of absenteeism [5].  

Ilić [2] highlights that employers often do not consider the 
indirect costs of absenteeism, such as the cost of a 
replacement employee, administrative costs, and costs 
associated with a drop-in productivity, which are difficult to 
assess without specialized knowledge and skills. For this 
reason, the costs of absenteeism are generally explained as 
unmeasurable, minor, and difficult to manage without 
affecting the organization and cost of work. In order to make 
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decisions on reducing absenteeism, data on the prevalence of 
absenteeism in the organization is needed, which is why it is 
important to have a system for detecting and recording 
absenteeism and analyzing trends. To achieve this, it is 
necessary to develop and implement a system for recording 
absenteeism, including time measurement [5]. Systematic 
and objective monitoring of absences can provide the 
organization with useful data on whether absences are above 
allowable and acceptable levels and whether they are 
characteristic of particular jobs and categories of workers. 
Absence data can provide clues to possible causes and factors 
of absenteeism. However, in order to take more serious action 
against absenteeism, the causes and conditions for its 
occurrence and increase must be accurately identified [6].  

According to Čikeš and others, [7] the determinants of 
absenteeism are divided into several categories depending on 
their nature: Attitudes, personal, demographic, health, and 
organizational factors. The authors emphasize that 
understanding absenteeism behavior begins with 
understanding its determinants and outcomes. 

Different authors have different approaches to classifying 
the factors that influence absenteeism and its consequences. 
The basic division of causes of absenteeism for the purposes 
of this paper is between personal and organizational causes 
of absenteeism. 

Personal causes of absenteeism include absenteeism due 
to: personal illness, family issues, personal needs and 
problems, sense of entitlement, stress [8] but also illness of 
family members, own laziness, own work done by the 
employee in addition to his/her current job, due to difficulties 
in going to the workplace, social events during working 
hours, medical examinations, and problems with alcohol 
and/or drugs. As mentioned earlier, sick leave is one of the 
most common causes of absenteeism, while according to 
Kocakulah et al [9], family problems play an important role 
in absenteeism. Balancing work and family life can be 
difficult, especially because of the high cost of child care. 
One of the most common family problems is that adult 
offspring have the duty of caring for their elderly parents, 
which means that they have additional obligations and time 
constraints to meet their parents' needs, such as doctor's 
appointments or hospitalizations that require additional time 
from workers [9]. It can be very difficult to recognise alcohol 
or drug abuse in the workplace, and alcohol and drug 
dependence can lead to incapacity and absenteeism [10]. It is 
desirable for organizations to have a substance abuse policy 
in place to adequately address this problem [10]. Scheduling 
a necessary doctor's appointment is often a challenge for 
employees because they don't want it to interfere with their 
scheduled workday. This poses a problem for both the 
employee and the employer because time is lost that cannot 
be compensated for [9]. Workplace health promotion and 
education, in addition to laws and regulations, are very 
important and are achieved through the cooperation of 
employers, employees and society to improve the health and 
well-being of workers. In order to achieve better work 
organization and work environment, it is necessary to 
promote workers' active participation and personal 

development. It is important to keep in mind that 
presenteeism can turn into absenteeism and vice versa [11]. 

Organizational causes of absenteeism include: 
Dissatisfaction with work, lack of interest in work, poor 
working conditions, overtime, dissatisfaction with pay, 
conflicts with co-workers, conflicts with supervisors, and 
"bullying" (violent behavior) or mistreatment at work [12] 
Low employee autonomy, participation and responsibility 
lead to low satisfaction, which in turn leads to higher 
absenteeism [13]. When employees are dissatisfied with their 
work or their motivation wanes, they want to spend as little 
time as possible at work and avoid going to work whenever 
possible [2]. Nath Gangai [14] emphasizes that it is better to 
provide positive incentives to workers to reduce absenteeism 
than to just impose penalties. Rewards such as additional time 
off or monetary bonuses are more effective in reducing 
absenteeism than punishments such as loss of benefits or job. 
The author also notes that a combination of incentives and 
penalties, with an emphasis on motivational incentives, is the 
most effective approach to reducing absenteeism. 

It is also necessary to emphasize the importance of 
demographic characteristics. Choi [15] suggests that there is 
a relationship between basic worker demographic 
characteristics such as age, gender, and tenure and various 
absenteeism reduction measures. It is known that younger 
workers are more likely to be absent due to lower levels of 
responsibility, job satisfaction, and poorer working 
conditions, while older workers are more likely to be absent 
due to greater job satisfaction and higher status and loyalty to 
the organization, despite having a higher risk of health 
problems [16].  

Study by Choi [15] wanted to investigate what factors 
managers should consider to reduce absenteeism among their 
employees. His research relied on worker demographics as 
potential causes of absenteeism using machine learning 
predictions, identifying which worker demographic 
characteristics might predict absenteeism in the workplace. 

III. METHODOLOGY AND DATA ANLYSIS 

In the research part of the paper, field primary research 
was conducted in written form at selected organizations to 
investigate the opinions and attitudes of the respondents. The 
test method was applied, more precisely the probing with 
group test. The test was conducted in the premises of the 
respondents' work organizations. The prepared questionnaire 
was anonymous and the respondents filled it out 
independently. The sample size after subtracting missing 
values is 420 people. For the research part of the work, the 
collected demographic data and the data on the causes of 
absenteeism are used. A good combination of unsupervised 
and supervised machine learning and their complementarity 
can be applied to methods in various fields of scientific 
research such as medicine [17], mathematics [18], banking 
[19] etc. A very widespread application of these methods is 
the analysis of absenteeism in various organizations such as 
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schools [20], industries [21] and in general in business [22]. 
A proposed approach in school absenteeism research [20]  
involves using both unsupervised and supervised machine 
learning techniques to examine data pertaining to school 
absenteeism. First, group detection is solved using 
unsupervised techniques. Then, supervised learning methods 
are used to classify the remaining data. The proposed method 
is a combination of unsupervised and supervised models, 
resulting in a model for classifying students into high-risk 
groups, medium-risk groups, and low-risk groups in terms of 
truancy. The research [21] compares various ML classifiers 
and finds that they exhibit a high level of accuracy, making 
ML techniques a viable option for predicting and analyzing 
absenteeism. The best ML algorithms are used for forecasting 
and analyzing school truancy. The study [22]  analyzes a 
situation of employees missing work in a delivery company 
with the aim of assisting HR executives in forming plans and 
policies to decrease absenteeism. The data was cleaned and 
several machine learning methods were utilized to categorize 
the data (zeroR, J48 based on decision trees, naive Bayes, and 
KNN). 

This paper describes the use of machine learning 
techniques for the analysis of data related to absenteeism for 
personal and organizational reasons on the collected data. In 
the first phase, within the unsupervised machine learning, the 
Elbow method of data clustering was applied as a basic step 
to determine the optimal value k, i.e., the number of clusters 
of the observed data set, and the K-Means algorithm was used 
to assign each data set to a specific cluster. In supervised 
machine learning, a classification success test was performed 
on the previously labeled dataset using four different 
classification algorithms: RF, DT, SVM, K-NN. 

A. Unsupervised machine learning 

 Unsupervised machine learning algorithms are useful for 
creating labels in data used in performing supervised learning 
tasks. Unsupervised algorithms allow intrinsic groupings 
within unlabeled data and assign a label to each data value 
[23]. To determine the optimal value of k, i.e., the number of 
clusters of the observed dataset, the Elbow method was used 
as a fundamental step for the process of unsupervised 
machine learning. The Elbow method is used to determine the 
number of clusters in the dataset by calculating the sum of 
squared errors (SSE eng. Sum of Squared errors). The 
number of clusters is determined by observing the graph and 
the position of the point representing the "elbow" [24]. For 
the personal and organizational cause datasets, graphs were 
created using the Elbow method, from which the possible 
four values for the number of clusters are read: 2, 3, 4, and 5. 
Since no value has a position at the "elbow point," an analysis 

of the Silhouette coefficients was therefore performed for 
each proposed number of clusters. Determining the silhouette 
value is a very useful method for finding the optimal number 
of clusters when the Elbow method does not show a clear 
"elbow" point. Silhouette coefficient values vary from -1 to 
1, with 1 being the best value when samples are perfectly 
distributed in easily distinguishable clusters. The silhouette 
coefficient is calculated from the mean distance within the 
cluster - a - and the mean distance of the nearest cluster - b - 
for each sample using the following formula [25]: 

Silhouette score =
𝑏−𝑎

max (𝑎,𝑏)
   (1) 

 According to Figures 1 and 2 and Table I, the optimal 
number of clusters k = 2 was chosen for both data sets.  

After determining the optimal number of clusters for both 
datasets, all records in both datasets were assigned to a 
specific cluster using the K-means algorithm. The K-means 
algorithm is one of the most well-known algorithms in the 
field of unsupervised machine learning. This algorithm finds 
non-overlapping clusters in which each data set is assigned to 
a particular cluster. This algorithm groups the data by 
attempting to divide them into n groups with equal variance 
by appropriately reducing a criterion known as inertia or sum 
of squares within clusters [26][27]:  

 

Figure 2.  Elbow method applied for both datasets 

TABLE I.  SILLHOUETE VALUES FOR BOTH CLUSTERS 

Number 

of clusters 

Dataset - 

personal cause 

Dataset - 

organizational cause 

2 0.591 0.591 

3 0.499 0.499 

4 0.481 0.481 

5 0.480 0.482 

 

Silhouette values for personal cause data

 

Silhouette values for organizational cause data

 

Figure 1.  Silhouette method applied for both datasets 
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∑ min (
𝜇𝑗∈𝐶

||𝑥𝑖 − 𝜇𝑗||2)𝑛
𝑖=0    (2) 

 where xi is a single record in cluster C and μj is the mean 
of the records in the cluster. Using the K-Means algorithm for 
both datasets, all records were labeled and assigned to one of 
the clusters. Of the total 420 records in each dataset, 272 
records belong to cluster class 0, and 148 records are assigned 
to cluster class 1. Records in cluster class 1 indicate a more 
frequent personal or organizational cause of absenteeism, 
depending on which record is considered. Records labeled 
class 0 indicate weak absenteeism or some other cause of 
absenteeism that is not personal or organizational in nature. 
The distribution of records by the appropriate class in the 
personal and organizational cause records is shown in Figure 
3. Because the datasets are multidimensional, containing 31 
and 28 features, respectively, an nD transformation (n is the 
number of dataset features) was applied to 2D space using the 
t-distributed Stochastic Neighbor Embedding (t-SNE) 
algorithm to represent the datasets in a 2D coordinate system.  

When applied to high-dimensional but well clustered 
data, t-SNE shows a visualization with clearly isolated 
clusters that match well with clusters derived with special 
clustering algorithms [28]. 

B. Supervised machine learning 

The objective of supervised learning is to construct a 
model from labeled data in order to make predictions on 
future data. There are two predominant supervised machine 
learning techniques: classification and regression. 
Classification involves predicting discrete values such as 
categories, classes, or labels for new data. Regression, on the 
other hand, involves predicting the continuous value of a 
response variable [29]. By applying the classification 
algorithms to the data clustered in this way from both data 
sets, it is possible to determine which features contribute 
most to the classification or to membership in a particular 
cluster. In this way, the influence of certain questions and 
answers in the questionnaire used for data collection is 
indirectly revealed. For classification, four machine learning 
algorithms were tested and their classification performance 
was assessed by comparing accuracy, AUC and F1 results. 
Prior to the actual classification, the data were processed so 
that they were standardized. Standardization of datasets is a 
common procedure for many machine learning estimators. 
Machine learning results could be misinterpreted if the 
features do not look like normally distributed subplots by 
default [30]. In practice, the shape of the distribution is often 
ignored and the data are simply transformed to be centered 
by removing the mean of each characteristic and then 
dividing by the standard deviation. The min-max 

normalization technique involves a linear transformation of 
the raw data, converting the features in any range to a new 
range, usually on a scale between [0,1] or [-1,1]. The equation 
used in this method is:  

𝑥′ =
𝑥𝑖−𝑥𝑛

𝑥𝑚− 𝑥𝑛
   (3) 

where xn denotes the minimum value, xm the maximum 
value, xi the input value, and x' the normalized value. 

When this normalization method is applied, each feature 
retains all relational properties in the data [31]. To compare 
the performance of different classification algorithms, the 
data for learning and testing must be defined. Prior to the 
application of machine learning classification, the data was 
split 70/30, meaning that 70% of the entire dataset is 
designated for learning and the classification success is tested 
on the remaining 30% of the data. The split of the dataset into 
a training and a testing part was done using the 
train_test_split() function in the Python programming 
language, which allows random selection of records from the 
dataset but maintains an equal distribution of classes so that 
the training and testing data is a representative sample of the 
original dataset. Classification was performed using four 
algorithms: RF, DT, SVM, and K-NN , and the results are 
presented in Table II. for the personal causes of absenteeism 

dataset and in Table III. for the organizational causes of 
absenteeism dataset. 

The best results in classifying data with personal and 
organizational causes of absenteeism are obtained with the 
algorithm RF, both in terms of AUC, F1, and accuracy. 
Differences in certain features of the two datasets were 
examined for their impact on classification results. The 
popularity of the algorithm RF is based on its ability to make 
successful predictions. However, it is also important that it 
provides a complete nonparametric measure of feature 
importance in prediction/classification [32]. Feature 
importance allows users to identify those features that play a 
key role in prediction/classification. In many applications, a 
good predictive model is only one goal; another, often more 
important goal, is to identify variables that enable good 

  

Figure 3.  Visualisations of clusters using t-SNE 

TABLE II.  CLASSIFICATION PERFORMANCE – DATASET - 

ORGANIZATIONAL CAUSE 

ML 
algorithm 

Accuracy F1 AUC 

RF 0.99206 0.98876 0.99390 

DT 0.97619 0.96551 0.97117 

SVM 0.96031 0.94382 0.95898 

K-NN 0.93650 0.90476 0.91962 

 

TABLE III.  CLASSIFICATION PERFORMANCE – DATASET - 

PERSONAL CAUSE 

ML 

algorithm 

Accuracy F1 AUC 

RF 0.98412 0.97777 0.98780 

DT 0.97619 0.96551 0.97117 
SVM 0.97619 0.96703 0.98170 

K-NN 0.93650 0.90476 0.91962 
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prediction/classification. The algorithm RF allows the 
measurement of the importance of variables, which can be 
used to rank the variables according to their predictive 
importance [33]. In this study, the feature_importances_ 
property and its values were used for each record feature in 
the algorithm RF. Figure 4 shows the order of importance of 
the extracted features from both datasets of personal and 
organizational causes of absenteeism. 

When analyzing the data on personal causes of 
absenteeism, the characteristic of personal illness (A08) was 
found to be the most important for classification, followed by 
family responsibilities (A07), illness of family members 
(A09), and medical examination (A24), while other 

characteristics were less important. For the organizational 
causes of absenteeism dataset, the most important 
characteristics affecting classification are bullying (A25), 
conflicts with work colleagues (A19), overtime (A14), and 
conflicts with supervisors (A20).  

Table IV. shows the order of importance of all 
characteristics in the classification, including demographic 
characteristics. In both data sets, respondents' demographic 
characteristics had the greatest importance in the 
classification. In the data set of absenteeism for personal 
reasons, including demographic characteristics, the following 
characteristics had the greatest importance in classification: 
total work experience (DM07), work experience in current 
organization (DM06). In the long case, in the dataset of 
organizational reasons for absenteeism, along with 

demographic data, the following characteristics had the 
greatest influence in classification: ownership type of 
organization (DM09a), level of job in the organization 
(DM10). 

IV. CONCLUSION 

In reviewing the literature, numerous classifications of 
the causes of absenteeism were found, each confirming the 
other, but also differing from each other, which means that it 
is necessary to create unique tools both for predicting 
absenteeism and for predicting the causes that lead to it. 
Because of the complexity and multifaceted nature of the 
causes of absenteeism, authors often use certain groups of 
causes in their research while ignoring others. Using 
unsupervised and supervised machine learning techniques, it 
is possible to predict or classify respondents depending on the 
frequency of their absence from work, which can be personal 
or organizational in nature. Considering the proposed number 
of clusters by unsupervised machine learning and the results 
of the most efficient classification of the Random Forest 
algorithm of supervised machine learning. 

The results show that personal illness and family 
responsibilities are the most important absences from work 
for personal reasons. Considering the demographic 
characteristics of the personal reasons for absenteeism, the 
most important feature is the total number of years of service 
and the length of service in the current organization. From the 
group of organizational causes, bullying and conflicts with 
work colleagues, as well as the form of ownership in the 
organization and the level of position in the organization, 
have the greatest influence on the prediction of absenteeism. 

One of the obvious limitations of the conducted research 
is also the above-mentioned classification that considers only 
a certain number of organizational and personal causes of 
absenteeism, which leads to the neglect of other causes that 
can also have a significant impact on absenteeism in the 
workplace. 

The recommendation for future research is reflected in the 
increase of the number of respondents, which will contribute 
to the generality of the obtained results when other possible 
factors for the cause of absenteeism in workers are included. 
In the field of machine learning, techniques for reducing and 
selecting optimal features for prediction or classification can 
be applied to confirm or improve the adoption of measures to 
reduce worker absenteeism. 

TABLE IV.  FEATURE IMPORTANCES – BEST DEMOGRAPHIC 

SCORES 

feature importance - 

demographic scores in 

personal cause 

feature importance - 

demographic scores in 

organizational cause 

feature   importance 

score 

feature importance 

score 
DM07 0.367247 DM09a 0.651428 

DM06 0.268832 DM10 0.04614 

DM02 0.176321 DM12 0.045125 

 

 

 

Figure 4.  Feature importances 
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