
High-Performance Serverless Request Generator:
Capable of Generating a Hundred Thousand

Requests Per Second
D. Mileski∗ and M. Gusev∗∗

∗ Innovation Dooel, Skopje, North Macedonia
∗∗ Sts Cyril and Methodius University in Skopje, Faculty of Computer Science and Engineering, Skopje, North Macedonia

E-mail: dimitar.mileski@ieee.org, marjan.gushev@finki.ukim.mk

Abstract—Depending on the scope, performance testing
systems are distributed and scalable systems that can use
many distributed instances to generate workload. Server-
based systems used in performance testing can not cope
with flexible workloads and specifications that may generate
high costs for an extensive number of generated requests.
Our goal was to develop a Virtual Patient Generator for
testing the electrocardiogram streaming system for moni-
toring thousands of patients. To deliver a fully functional
workload generator of a hundred thousand requests per
second, in this paper, we developed a High-Performance
Serverless Request Generator as an implementation of a
Distributed Serverless Workload Generator concept. The
system architecture comprises Serverless services, Pub/Sub,
and Cloud Storage capable to deliver a cheaper version
of a flexible number of requests, being scalable to an
even higher extend. We present limitations, performance,
and advantages by comparing the presented serverless load
testing system with other workload generators available as
SaaS or distributed load testing systems based on servers.

Keywords— high performance computing; performance test-
ing; serverless; FaaS; distributed systems; cloud computing;
ECG

I. INTRODUCTION

The performance of scalable and elastic systems is
tested with workload generators. Performance testing [1]
is the process of evaluating a system or application’s
performance characteristics, such as responsiveness, sta-
bility, and scalability, under a variety of workloads. The
goal of performance testing is to identify bottlenecks
and other issues that may affect the system’s ability to
meet its performance requirements and to ensure that the
system can handle the expected levels of usage. This can
include testing the system’s response time, throughput, and
resource utilization under different loads and conditions,
as well as simulating real-world usage scenarios.

The generation of a considerable workload requires
the deployment of scalable, elastic, and high-performance
systems. Distributed systems may be necessary to ac-
commodate the demands of such evaluation and testing
procedures. The most common performance tests types
are:

• Load testing [2] is a type of performance testing used
to evaluate a system or application’s behavior under
a specific load or user demand.

• Stress testing [1], also known as endurance testing, is
a type of performance testing that is used to evaluate a
system or application’s behavior under extreme loads
or conditions. The goal of stress testing is to identify
the upper limits of a system’s capabilities and to
determine how the system behaves when it is pushed
beyond its normal operational limits.

• Soak testing [1], also known as endurance testing or
reliability testing, is a type of performance testing that
is used to evaluate a system or application’s behavior
over an extended period of time. The goal of soak
testing is to identify any issues that may arise after
prolonged usages, such as memory leaks or resource
exhaustion, and to ensure that the system remains
stable and responsive over an extended period of time.

• Spike testing [1] is a type of performance testing
that is used to evaluate a system or application’s
behavior under sudden and significant changes in load
or usage. The goal of spike testing is to identify how
the system behaves under unexpected and extreme
conditions to ensure that the system can handle sud-
den and significant increases in load or usage without
impacting performance.

During our research, we have addressed embarrassingly
parallel problems and evaluated the corresponding speedup
performance [3] experimenting with virtual machine ap-
proaches versus parallel serverless threads in the Car-
dioHPC use case. CardioHPC [4] project aims at realizing
an experiment and simulating real-time processing and
monitoring of electrocardiogram (ECG)s. To evaluate the
performance of the ECG Streaming system for monitoring
10,000 patients for the CardioHPC project, we developed
a High-Performance Serverless Request Generator (HP-
SRG) capable of generating hundred thousand requests per
second. Evaluation of serverless ECG stream processing
in federated cloud implementations was also addressed
in our earlier research [5]. We have already evaluated
the automatic scalability of serverless services focusing
on FaaS serverless [6] that served as the basis for the
development of HPSRG.

Systems for performance testing are often server-based
distributed systems, and serverless architecture can provide
automatic scalability as an infrastructure for the devel-
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Fig. 1: System architecture: High-Performance Serverless Request Generator

opment of performance testing systems being able to
generate such a large workload. Performance tests require
flexible workloads and specifications, configured by a
corresponding user interface.

Performance testing of CardioHPC and ECG Streaming
system for monitoring of 10,000 patients uses the new
HPSRG system that generates a workload in the form of
JSON files containing ECG data. These are then streamed
to a production system for monitoring of ECG streams [7].
HPSRG architecture can be implemented and deployed
in any cloud that supports serverless services FaaS or
serverless containers, object storage, and implementation
of Pub/Sub - Publisher Subscriber model.

The paper follows the next structure. Related work
and analysis of the state-of-the-art are presented in Sec-
tion II. System architecture, Experiments, and Evaluation
methodology are described in Section III illustrating the
approach that will achieve generating a hundred thousand
requests per second. Results are evaluated in Section IV.
Finally, results are discussed in Section V and conclusions
presented in Section VI along with future work directions.

II. STATE OF THE ART

A variety of software and tools are used for testing
the performance of different applications, most of which
are server-based rather than serverless. A survey of per-
formance testing software [8] focusing on well-known
performance testing systems, such as WebLOAD [9] [10],
LoadNinja [11] [12], HP Load Runner [13] [14], Apache
J Meter [15] [14], Selenium [16] [14], NeoLoad [17] [10],
WebLoad Professional [10], LoadUI [18] [10], WAPT [19]
[20], Loadster [21] [10], and LoadImpact (Load Impact is
now rebrended as k6) [22] [8], highlights the significance
of performance testing, including scalability, crucial for
accommodating increased numbers of users, and stability,
ensuring the application works reliably at all times.

WebLOAD [9] [10], NeoLoad [17] [10], WebLoad
Professional [10], and WAPT [19] [20] are load test-
ing tools for performance testing of web applications,
APIs, and mobile applications supporting a wide range
of protocols, technologies, real-time monitoring and result

analysis. These tools identify performance bottlenecks and
scalability issues.

HP LoadRunner [13] [14] is a load testing tool de-
veloped by Hewlett Packard Enterprise (HPE) to sim-
ulate user traffic and monitor the performance of web
applications and APIs, supporting multiple protocols and
technologies, including various web, mobile, and cloud-
based applications.

Apache J Meter [15] [14] is an open-source load testing
tool that can simulate user traffic and monitor the web
applications and API’s performance. A wide range of
supported protocols and technologies provide a highly
extensible environment to create custom test cases and
plug-ins.

Selenium [16] is an open-source testing framework that
supports functional testing of web applications and APIs.
It can also be used for load testing, but it is primarily used
for functional testing.

SAAS load testing tools offer cloud-based performance
and scalability testing for applications through simulated
user traffic [23] [24]. Some well-known SAAS load testing
tools are BlazeMeter [25] [26], LoadImpact [22] [8], Load-
Runner Cloud [13] [26], Loader.io [27], Gatling FrontLine
[28] [12], Neoload [17] [10], Flood.io [29], OctoPerf [30],
LoadUI Pro Cloud [18] [8], and Sauce Labs [31] [32].

BlazeMeter [25] [26], LoadNinja [11] [12], LoadUI
[18] [8], Loadster [21] [10], LoadImpact [22] [8], Gatling
FrontLine [28] [12], Neoload [17] [10], Flood.io [29],
OctoPerf [30], LoadUI Pro Cloud [18] [8], and Sauce
Labs [31] [32] are all cloud-based load testing tools that
evaluate the performance of websites, mobile applications,
and APIs by simulating large amounts of user traffic,
providing real-time monitoring and results analysis with
drag-and-drop interfaces to create and manage load tests.
LoadRunner Cloud [13] [26] is a cloud-based performance
testing solution offered by HPE. Loader.io [27] is a cloud-
based load testing platform that offers an easy-to-use
interface for load testing websites and APIs.

The HPSRG system offers a distinct advantage over the
conventional distributed testing systems through its use
of serverless technology, which eliminates the need for
server management and significantly reduces deployment
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time. The utilization of a serverless pay-as-you-go system
offers a more precise payment model as users are solely
charged for resources used per request, while in the case
of virtual machines, the users are charged for the entire
duration of usage, even during periods when performance
tests are not executed.

III. METHODS

In this section, we present the system architecture of a
new High-Performance Serverless Request Generator, and
then specify the experimental and evaluation methodology.

A. Solution Architecture

HPSRG is a solution based on serverless technology,
and the specific implementation in this paper is based on
Google Cloud [33]. In implementing the solution archi-
tecture presented in Fig 1, we have utilized Google Cloud
Functions Generation 1 [34] Function-as-a-Service (FaaS)
offering, in conjunction with Google Cloud Storage [35],
an object storage solution, and Google Cloud Pub/Sub
[36], which represents an implementation of the Publisher-
Subscriber model within the Google Cloud ecosystem.

HPSRG generates requests to a Testing service (in-
voked by a URL) as presented in Fig 1. The Web App
allows users to input configuration parameters for HPSRG
through a dedicated client form. Upon submission of the
form, the Web App sends an HTTP Post request containing
JSON Config to start the HPSRG.

Configurations for HPSRG include Pub/Sub Message
Generator (PMG) execution time, Pub/Sub topic name, and
Google Cloud project ID. The configuration also includes
parameters for individual Generators (Gen) (eg: Gen-1-
r-us-central1, Gen-n-1-r-europe-west2, . . . Gen-n-1-r-asia-
northeast1) such as a number of requests per second,
execution time in seconds, and Testing service (URL).

The web application makes an HTTP POST request to
FaaS serverless function, which initiates the Pub/Sub Mes-
sage Generator with Cloud Pub/Sub Topic. All Gen gen-
erators (Gen-n-1-r-us-central1, Gen-n-1-r-europe-west2 ...)
have a subscription to a topic named ”Gen Trigger Topic”
being a Push or Pull request in Google Cloud Pub/Sub.

Table I presents the configuration of each FaaS server-
less function. The automatic scalability of a FaaS server-
less function is an important feature of the HPSRG archi-
tecture. Performance testing will reveal a sufficient number
of active FaaS instances for each generator. According to
Google Cloud Function Generation documentation [34],
one FaaS can activate up to 3000 instances and each
instance will generate requests to Testing service (URL),
currently a high limit of all other serverless providers.

Note that the Testing service (URL) in Fig. 1 is a no-
op function, which is a dummy placeholder in computer
programming that performs no action, usually used in
situations where a real function is to be implemented later
or when a function must be specified but no operation is
required. Although, the Testing service (URL) is a FaaS

TABLE I: FaaS Config

PMG Generator Testing service
(URL)

Memory 512MiB 256MiB 256MiB
vCPUs 8 1 1
Min number of instances 0 0 0
Max number of instances 1 3000 3000
FaaS Timeout 540s 540s 5s

TABLE II: Cloud Regions

FaaS Region
PMG europe-west-1
Testing service

(URL) europe-west-1

1 Gen europe-west-1
3 Gen europe-west-1, asia-north-east-1, us-east-1

7 Gen
europe-west-1, asia-north-east-1, us-east-1
europe-central-2, asia-south1, us-west4,
southamerica-east1

15 Gen

europe-west-1, asia-north-east-1, us-east-1,
europe-central-2, asia-south1, us-west4,
southamerica-east1, europe-west2, australia-southeast1,
asia-southeast1, europe-west6, us-west1,
us-central-1, asia-east2, northamerica-northeast1

deployed in the Google Cloud europe-west-1 region but
it can be deployed anywhere since the request generator
developed and tested in this paper can send requests to
any service.

B. CardioHPC Experiments

Our CardioHPC experiment aims at testing more FaaS
serverless function generators: Gen-n-1-r-us-central1,
Gen-n-1-r-europe-west2 . . . Gen-n-1-r-asia-northeast1. In
our use case, we use push messages, which means that
when a message is published on that topic, everyone
who has subscribed to that topic will receive the message
following to the push principle. Generators (Gen) use ECG
data prerecorded and stored in the Google Cloud Storage,
as a type of Object Storage. Data in Google Cloud Storage
is organized in buckets, and for the specific architecture we
created three different buckets (ecg files eu, ecg files us,
ecg files asia). The ECG data originates from the MIT-
BIH [37] [38] ECG benchmark dataset, being resampled
from 360 to 125 Hz and rescaled from 11 to 10-bit resolu-
tion. Each Generator selects a random ECG recording and
sends a 30-second ECG signal (with 3750 ECG samples)
to the specified Testing service (URL). The no-op function
returns success or error based on the successful parsing of
the JSON with ECG.

The HPSRG JSON Config parameters were experimen-
tally determined to maximize the number of instances for
Gen, then all 4 experiments were conducted with these pa-
rameters using a reasonable number of request generators,
1, 3, 7, and 15. Each experiment lasts 25 minutes, during
which the number of requests stabilized after reaching a
certain point. The deployment cloud regions of all Gen are
listed in Table II.
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Fig. 2: Number of Generators (Gen) and Requests per
second hitting the Testing service (URL).

C. Evaluation methodology

To evaluate the performance of the service, various tests
such as Load Tests, Stress Tests, Soak Tests, and Spike
Tests require the HPSRG to generate a high volume of
requests to the service. In our CardioHPC experiment we
use the following evaluation metrics to test the generator:

• number of Requests Per Second sent to the Testing
service (URL),

• number of Active FaaS Instances per Generator,
which is used to assess if the maximum number of
active instances specified by the cloud platform is
being utilized,

• cost of running experiments on serverless services in
the Google Cloud public cloud is the third evaluation
metric.

The achieved results for these evaluation metrics are
collected by the Google Cloud Monitoring service of
Google Cloud Function Generation 1.

IV. RESULTS

Fig. 2 presents the request rate per second directed
toward the specified Testing service (URL) of the service
being evaluated, as a function of varying numbers of
Generators. The CardioHPC experiment was conducted for
several distinct scenarios - test cases, and in this paper, for
clarity of visual presentation, we present results only for
a single generator (n = 1), n = 3, n = 7, and n = 15
generators.

Fig. 3 presents the active instances of each service for
the HP serverless request generator system architecture
(Fig. 1). Specifically, the number of active instances is
provided for the following services:

• Pub/Sub Message Generator,
• one of the Generators (such as the Gen-n-1-r-europe-

west1), and
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V. DISCUSSION

A. Performance analysis

The test cases within the CardioHPC experiment were
conducted over a duration of 25 minutes. The initiation
of the experiment (Fig. 3) for Gen-n-1-r-europe-west1 is
specially marked. We observe an increase in the number
of requests per second from zero to a stabilized value
for all cases, upon activation of the instances from the
Generators. The number of active instances increased from
zero to the specified maximum of 3000, as outlined in the
Google Cloud Function Generation 1 documentation.

Fig. 2 displays fluctuations of the number of requests
per second until the value is stabilized, which can be
attributed to the specified timeout of 540 seconds (9
minutes) for each of the Generators in Table I. This
requires a new instance to be initiated upon termination,
with a maximum running time of 540 seconds, as defined
in the JSON Config.

These fluctuations can be mitigated through the utiliza-
tion of Google Cloud Function Generation 2, which oper-
ates on the Google Cloud Run service with a maximum
instance timeout of one hour. Additionally, oscillations
may also occur due to network factors and the fact that the
generator is a distributed system generating requests from
various global locations (such as London, Las Vegas, Sao
Paulo, Sydney, and Mumbai). The values are presented
in terms of requests per second, but it may be more
appropriate to consider them as requests per minute or
hour, depending on the system being evaluated.

Fig. 2 presents the rate of requests per unit of time
for different number of Generators within the HPSRG
system. The values are indicated in the form of thousands,
millions, and billions, with the respective units colour-
coded in grey, orange, and red.

B. Limitations

The number of active instances of the Pub/Sub Mes-
sage Generator (Fig. 2) shows only one active instance
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which generates the messages to act as triggers for the
FaaS Generators. The FaaS Generators, while generating
requests for the Testing service (URL), exhibit a range
of active instances from 2700 to 3000, with one instance
falling below 2700. The Testing service (URL) represents
the service under test, to which the HPSRG sends requests.

The stability of the number of active instances around
3000, which is the theoretical maximum according to the
documentation, is noteworthy. Initially, the platform starts
up to 3500 instances, which could be in response to sudden
spikes in requests. However, the maximum number of
instances in Google Cloud Function Generation 1 cannot
be specified to be greater than 3000, despite the platform
occasionally surpassing this number.

C. Scalability of HPSRG

Solutions to accommodate an increase in demand for
higher rates of requests include:

• Increasing the number of Pub/Sub Message Genera-
tors and Gen Trigger Topic.

• Deploying new generators (ex: Gen-n-x-r-us-central1
...) in the same or in other public or private clouds.
Each generator uses the same codebase written in
Python that can be deployed to other serverless
services in other public or private clouds.

Potential limitations to scaling HPSRG, as suggested,
could include restrictions from the public cloud provider in
terms of resource consumption rates and quotas. However,
it should be noted that such limitations are not inherent to
the HPSRG architecture itself.

D. Advantages

The HPSRG system has an advantage over distributed
testing systems by utilizing serverless technology, elimi-
nating the need for server management, and reducing de-
ployment time. It can handle any workload as HTTP Post
requests and does not require the management of virtual
machines to achieve high request throughput. However,
HPSRG lacks result visualization tools and its Web App
is only used for configuring test setups. Apache JMeter,
on the other hand, is a more comprehensive system with
a range of tools and plugins for visualizing performance
testing results.

In the CardioHPC project, results from the HPSRG test-
ing were obtained through the Google Cloud Monitoring
[39] service and visualized using external tools specialized
for ECG monitoring.

VI. CONCLUSION AND FUTURE WORK

In this paper, we present the High-Performance Server-
less Request Generator as a new solution for service
performance testing. The HPSRG can generate a hundred
thousand requests per second, millions of requests per
minute, and billions of requests per day. This demonstrates
the potential of the serverless model and automatic scala-
bility in cloud-based performance testing. The HPSRG is

exploited to evaluate the serverless ECG Streaming system
for monitoring 10,000 patients in the CardioHPC exper-
iment for real-time processing and monitoring of ECG
streams for more than 10.000 patients simultaneously.

As a potential future work, we aim at offering the HP-
SRG as a software-as-a-service (SaaS) publicly available
solution and support other configurable performance test-
ing systems for a lower cost and scalable flexible increased
throughput. It is essential to examine the operational cost
of such a generator and determine if a private cloud that
supports serverless services would be more advantageous.
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