
Detection of Shilling Attacks on Collaborative
Filtering Recommender Systems by Combining

Multiple Random Forest Models
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Abstract—Collaborative filtering recommender systems
are one of the essential recommender systems and are
still widely used in combination with other algorithms to
make predictions for users. However, they are vulnerable
to shilling attacks, and if there isn’t any detection system
to prevent those attacks, original recommendations can be
heavily influenced to benefit the attackers. Designing attack-
resistant recommendation systems is not an easy task, and
many researchers have tried to tackle that problem. In this
paper, a new approach that combines multiple random forest
models is proposed. Each of the random forest models is
specialized in detecting one group of shilling attacks, and
then all the models are combined into an ensemble model.
Experimental results show that the proposed ensemble is
capable of detecting attack profiles at high rate without
causing significant bias in the original recommendation
system.

Keywords—collaborative filtering, random forest, attack de-
tection, shilling attacks, classification

I. INTRODUCTION

It’s hard to imagine today’s online world without the
recommender systems. They have become essential part
of the web applications like Netflix [1], Amazon [2]
and many others. Some of the most used algorithms in
recommender systems come from collaborative filtering
(CF) group of algorithms. CF algorithms have shown
great prediction quality both in academic research and in
industrial applications and up to this day they still give
state-of-the-art results when it comes to recommendation
prediction results [3].

Given the wide use of CF methods in the industry
recommender systems, it is not surprising to see increase
in malicious activities and attacks against CF algorithms
[4]. With properly executed attack, one can significantly
increase the ratings and the popularity of the chosen
product, during a push attack, or if wanted, one can
significantly decrease the popularity of the target product
which is performed with a nuke attack.

Without the proper attack detection system incorporated
into the recommender system, it is easy to manipulate
the system through various attacks. For that reason, a lot
of focus has been put on designing robust recommender
systems capable of ignoring the impact of the attack. One
of the first approaches in attack detection was ad-hoc
algorithm [5] which was used to classify fake profiles.

Item 1 ... Item K ... item N ... Target item
r1 ... rk ... rn ... rt
Selected items Filler items Unrated items Target item(s)

TABLE I: Visual representation of the attack profile

Later approaches started using various machine learning
algorithms to tackle the attack detection problem.

Recent work has been very successful in coping with
the problems of attack detection and prevention. Many
different approaches has been tried to create as robust
systems as possible [6]. Clustering approach [7] [8] [9] is
designed believing that fake profiles will eventually end up
in the same cluster or a group after the clustering algorithm
is applied. Probabilistic approach [10] [11] focuses on
using the probabilistic methods to detect fake profiles.
Classification approach [12] [13] uses extracted features
to decide if the profile is fake or authentic.

II. SHILLING ATTACKS

Attacks on the collaborative filtering methods are called
profile injection attacks, because they are done by injecting
fake profiles into the recommender system, thus causing
the bias in the recommendation that the system produces.
Also, a very popular name for this kind of attacks is
shilling attacks [14], where the origin of the name ad-
dresses how cheap they are to perform, because the attacks
can easily be automated and executed only from attacker’s
computer.

There are multiple ways in which the attacks can be
categorized. One of the biggest factors of the attack is the
intent, does the attacker want to increase the popularity of
a target item or decrease it. When the goal of the attack is
to increase the popularity of the item, and along with that
the number of times the item will be recommended, it is
called push attack, because the popularity is being pushed.
On the other side, there are nuke attacks, where the goal
of the attack is to decrease the popularity of an item.

Shilling attacks are categorized by the strategies the
attacker would use while creating the fake profiles. Each
attack profile (visible in a table I) is made out of 4 different
sets of items and grades for each of the item and those
sets are:
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• Target item(s) - set which contains only the item(s)
which is being attacked

• Selected items - set of carefully selected items to
increase the reach of the attack

• Filler items - set of randomly selected items which
are used to make attack profiles bigger and to add
some noise into the attack

• Unrated items - set containing all the items available
in the system for which the attacker hasn’t provided
the rating

Every attack can be described by the strategies used
while generating the ratings for each of the sets of the
attack profile. One of the most basic attacks proposed in
[14] is random attack which is performed by generating
random rating for every item in both selected items and
filler items sets, and this attack is easy to perform since
the attacker doesn’t need deep knowledge about the system
besides what items are in it.

Other, way more effective attack also proposed in [14]
is average attack which fills the selected items set and
filler items set with a system-wide mean rating of the
specific item. Performing the average attack requires more
knowledge about the system because the attacker needs
to know the item’s mean rating in the system, but often
that information is publicly available. Both random and
average attacks can be used as either push or nuke attacks,
the only difference is if the target item is going to get
maximum rating (push attack) or minimum rating (nuke
attack).

There are many more variants of shilling attacks, but
only one more is important for this paper, and that is a
bandwagon attack. It is an attack designed to capitalize on
popular items in the systems to expand the impact of the
attack. During the attack, the attacker carefully selects k
most popular items in the system and assigns maximum
rating to them, those items are part of the selected items
set, and for the filler items set, it randomly selects the
items and the ratings for them. Random attack could be
considered a special case of the bandwagon attack when
the k is set to 0.

Attack on the CF recommender system is also deter-
mined by the attack profile size, the number of the items
attacker has rated, and the attack size, usually shown as a
percentage of the fake profiles in the system, which were
injected by the attacker in the system.

III. CLASSIFICATION MODEL

For a good classification results, the good classification
attributes are needed. In [15] were proposed both generic
and model-specific attributes which could be used for
the classification of fake profiles. Generic attributes are
the ones which are used for every different variant of
attack, while model-specific attributes were proposed as
a result of careful inspection of how each of the attacks
is performed and those attributes have significant impor-
tance when detecting specific attacks for which they were
designed.

A. Classification Attributes

Classification attributes used in this paper have all been
taken from [15]. When there are a lot of items rated from
a single user, it is not very probable that an authentic
user is behind that profile. Driven by that idea, the length
variance(Lu) was proposed:

Lu =
|nu − nu|∑

u∈U (nu − nu
2)

(1)

where nu is the length of the profile of the user u, nu is
the average length of the user profile in the system and U
is a set of all users.

Another proposed attribute was weighted deviation from
mean agreement (WDMA) which is based on rating de-
viation from mean agreement (RDMA), but it puts higher
emphasis on the rating deviations for sparse items.

WDMAu =

∑nu

i=0

|ru,i − ri|
l2i

nu
(2)

In (2) nu is the length of the profile of the user u, ru,i
is the rating user u has given to the item i, ri is the mean
rating for item i, and li is a number of users which have
rated item i.

Similar to WDMA, weighted degree of agreement
(WDA) is defined with the difference that here the size
of the user profile isn’t important. WDA can be calculated
with the following formula:

WDAu =

nu∑
i=0

|ru,i − ri|
li

(3)

where nu is the length of the profile of the user u, ru,i is
the rating user u has given to the item i, ri is the mean
rating for item i, and li is a number of users which have
rated item i.

Standard deviation of the user’s ratings can also help
distinguish fake and authentic profiles:

σu =

√∑nu

i=0(ru,i − µu)
2

nu
(4)

In (4) nu is the number of ratings user u has given, ru,i
is the rating user u has given to the item i, while µu is
the mean rating of user u.

The idea that fake profiles are closer to their most
similar profiles than the authentic ones is captured in the
degree of similarity attribute:

DegSimu =

∑
v∈neighbors(u) Wu,v

k
(5)

where k is the number of the closest neighbors for user u,
and Wu,v is the similarity function between user u, and
it’s neighbor v.

All the attributes mentioned above are generic attributes,
but in order to tackle with average attack, model specific
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attribute was also designed in [15]. First, the set of
ratings that are potential targets is defined as Pu,T =
{i ∈ P,where ru,i = rmax} (or where ru,i = rmin

for nuke attacks). Pu represents profile of user u, Pu,F

represents rest of the user profile and it is calculated
as Pu,F = Pu − Pu, T . Then a mean variance can be
calculated using the following formula:

MeanV aru =

∑
i∈Pu,F

(ru,i − ri)
2

|Pu,F |
(6)

where ru,i is the rating user u has given to the item i, and
ri is the mean rating for item i. For the attack profiles
during average attack, this value is expected to be very
low comparing to the authentic profiles.

B. Influence of the attack

In order to tell how effective an attack is, we need to
be able to measure the influence of it. There are two well
known methods for measuring that influence.

First method, a prediction shift, which tells how much
has the mean predicted rating of the item shifted after the
attack. Let p(u, i) be a predicted rating which the user
u would give to the item i before the attack, and let the
p′(u, i) be a predicted rating which the user u would give
to the item i after the attack has happened. Then, we can
calculate prediction shift using the following formula:

∆p =

∑U
u |p(u, i)− p′(u, i)|

n
(7)

where n is the number of the users in set U .
Using just one method for measuring the effect of

the attack could be misleading, that’s the reason why
often, along with the prediction shift, another method is
used, a target hit ratio. The second method is calculated
by creating top-n predictions for every profile in the
system before and after the attack, and then count for
how many users has the target item occurred in the top-n
recommendations. The influence of the attack can then be
seen by comparing values of the target hit ratio before and
after the attack.

C. Ensemble model

For the approach proposed in this model, a basic idea
was to build independent classificator for each type of
the shilling attacks and then create an ensemble model
from all of those clasificators and implement single-vote
voting classification, where it is enough if one of the
classificators would mark the profile as fake, for the
ensemble model to classify the profile as fake. This idea
has some shortcomings, major one is that it is impossible
to cover all the attacks with different classifiers and for
each attack out there train a specific classifier, so after
closer examination and experimenting, we can notice that
it is possible to group some attacks together. For example,
random attack is just a special case of the bandwagon
attack when k is set to 0, and both variants of push and
nuke random attacks can be put in that same group.

Fig. 1: Architecture of proposed classifier model with
single-vote voting classification

Also, using the same logic, both push and nuke average
attacks can be put together in the same group and only one
classifier will be enough to detect fake profiles. For each
group of the attacks, the random forest [16] classifier is
used to detect fake profiles, and after grouping the attacks
mentioned in this paper, only two detection classifiers are
needed. Each random forest classifier is trained indepen-
dently, without knowing about the existence of the other
classifier(s).

Features mentioned above were used to train random
forest clasifiers, and classifiers have been trained using
the cross-validation [17] to pick the best model for that
group of the attacks and avoid overfitting.

Architecture of the proposed model can be seen in the
picture 1.

IV. RESULTS

To measure the efficiency of the attack detector, we
have picked a standard measure, the F1 score, which is
the harmonic mean of the precision and recall.

As a base testing and training dataset, user ratings from
MovieLens 100k [18] were used. The dataset was split
in 70-30 train-test ratio, and then two different types of
training datasets were created. The first type of datasets
contained random push and nuke attacks, and bandwagon
attacks (push attack). The second type of datasets con-
tained push and nuke average attacks.

For all the created attacks, filler items size and attack
size were varied for each attack. This was done to improve
generalization of the detector and to make it as robust as
possible when detecting attacks. For filler set and attack
sizes, sizes of 1%, 3%, 5%, and 10% were selected in
order to create attack datasets, and then all of those attack
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F1 Precision Recall
Test set 0.91 0.83 1.0

TABLE II: Results F1, recision, and recall scores for the
proposed detection model

datasets were combined with base dataset to create final
training set.

The training set for each model contained 25% of
authentic profiles, and 75% of fake profiles coming from
different variations of attacks. That decision made the
training set unbalanced, but it was chosen to put more
emphasis on recall since we wanted to create a classifier
which would detect as much as possible fake profiles to
not let the attack influence the recommender system at all.
If the classifier trained on the training set like this one is
used in the production, it should not delete the profiles
marked as fake ones because it might result in authentic
profiles being deleted from the system.

In table II F1, precision and recall scores are shown
for the proposed model, it is possible to notice a very
high recall, equal to 1, but this is the consequence of
the detection system design. Recall of 1 is not unusual
to see when measuring the efficiency of the recommender
systems and in many papers [10] [19] [20] it is possible
to find the recall values close or equal to 1.

Table III shows how each attack influences the same
recommender system with and without attack detection
model. It is possible to see how big of a difference
relatively simple detection system can make and why it
is needed to have a proper attack detection systems.

In table IV the comparison between proposed and two
other models is shown. In [21] Bayes classifier is used
to detect shilling attacks, while in [22] authors proposed
unsupervised PCA model to detect shilling attacks. The
[21] was selected for comparison because in 2018. it
has outperformed state-of-the-art models, and [22] was
selected because it shares multiple detection attributes with
the model proposed in this paper.

Comparison between models is done on the test set in
which attack profiles have filler set size set to 5%, and
attack size is also set to 5%, and comparisons were made
for the three different attacks: random attack, average at-
tack and bandwagon attack. When comparing the models,
proposed method has higher F1 score for two out of three
chosen attacks. It is worth mentioning that for some other
attack parameters (different filler set size or attack size),
Bayes classifier has greater F1 score than the proposed
model, and that unsupervised PCA model has much higher
F1 scores when the attack size is greater (10% or 20%).

Mean
predicted
rating

Hit
ratio

Clear test set 3.16 6.9

Random attack
(push)

Without
detector 4.47 207.2

With
detector 3.18 6.7

Average attack
(push)

Without
detector 4.55 218.9

With
detector 3.17 6.8

Bandwagon attack
Without
detector 4.49 206.4

With
detector 3.16 6.7

Random attack
(nuke)

Without
detector 1.74 0.0

With
detector 3.18 6.8

Average attack
(nuke)

Without
detector 1.62 0.1

With
detector 3.18 6.8

TABLE III: Display of the influence of the attacks on the
recommender system with and without attack detector

Proposed
model

Bayes
classifier

Unsupervised
PCA

Random attack 0.91 0.89 0.76
Average attack 0.91 0.95 0.66
Bandwagon attack 0.94 0.86 0.75

TABLE IV: Comparison of F1 score between proposed
model, Bayes classifier [21] and Unsuprivised PCA

classifier [22] when both filler set and attack size are 5%

V. CONCLUSION AND FUTURE WORK

Without the proper attack detection system, even the
simplest attacks can have very high influence on the rec-
ommendations of the system. In this paper, novel approach
has been proposed with the idea of grouping similar
attacks together and training specific classifiers for that
group of the attacks. The proposed method uses random
forest algorithm to detect fake profiles for each group of
the attacks, and has shown promising results.

For the future work, more groups of attacks should
be added and some other classifier algorithms could be
explored and tested.
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