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Abstract—The automation of knowledge graphs is a chal-
lenge if only small training data sets are available for the
corresponding learning methods. The approach presented
in this paper can work with small training data sets and
enables the solution of tasks with previously hidden syntactic
structures. In this research, a new conceptual algorithm for
learning and updating knowledge graphs is proposed. We
combined a powerful NLP approach with statistical methods
to build a word frequency-based corpus for various ques-
tion answering problems. Then, we used specific similarity
measures to find the best answer for the given problem.
For this purpose, a vector model is used and weights are
calculated for the association between terms and problems.
In the last phase, we created a continuous learning model
with a dynamic knowledge graph that can be updated with
new tasks and predict answers to upcoming problems. The
knowledge graph is updated with new information when
the pattern of a problem is unknown and therefore not
found. The implementation of the algorithm is validated
using various openly available data sets from the field of
user support in business and medicine. The proposed method
supports an incremental learning approach and real-time
implementation.

Index Terms—Data Mining, Natural Language Processing,
Machine Learning, TF-IDF, Knowledge Graph

I. INTRODUCTION

The amount of information on the web is constantly
expanding. The goal of the Semantic Web is to use
software agents to perform autonomous information in-
tegration for a wide range of resources. It contains a large
amount of information in the form of knowledge graphs
(KGs), where answering questions is recognized as an
efficient but nontrivial task [1]. Ontology in Semantic Web
helps to integrate data, for example, when ambiguities
in expressions are used in different data sets or when
new connections between them can be discovered with
very little knowledge. Over the past year, KGs have been
a critical component of finding information on popular
search engines e.g. Google1 etc. Giving the answer for
a problem description that involves multiple entities and
relations is a challenging task in text based KGs. This
problem is particularly evident if the answer contains
the combination of two or even more answers. Ontology
construction along with data annotation and relation ex-
traction, as an indispensable factor in KG construction
process is not a trivial process in data acquisition. The goal
in our research is to develop a conceptual algorithm design

1https://support.google.com/knowledgepanel/answer/9787176?hl=en&
sjid=16070655908403787963-EU

for KG learning, prediction and adaptation. To achieve
this goal, we have used the Natural Language Processing
(NLP) along with the statistic approach Term Frequency -
Inverse Document Frequency (TF-IDF) and data mining.
The developed design dynamically updates the KG with
upcoming information and is able to make predictions
about potential answers based on a similarity threshold.
Our study additionally investigates energy characteristics
of our approach that involves dynamic KG creation and
visualization, segmented by data sizes to understand their
impact on energy consumption and performance.

Section II reviews recent studies in dynamic KG con-
struction and question-answer (QA) systems. Section III
describes statistical and learning methods used in this
work. Sections IV and V present our proposed model,
especially the NLP-TF-IDF system design architecture and
the framework Rasa as the user interface. Section VI
addresses the resource efficiency of our approach. Section
VII discusses the project’s future directions, and Section
VIII summarizes the results and conclusions.

II. STATE OF THE ART

In developing our proposed approach, both the chal-
lenges of creating and extending KGs for question an-
swering systems and developing the conversational system
itself played a crucial role. Consequently, our investigation
of the state of the art will be tailored to these key areas.

The authors in [2] proposed an unconstrained multi-
hop reasoning network. They addressed two problems
in graph-based question mapping: The challenge of one-
to-many and one-to-one mapping between questions and
relations. The problem of entity semantic linking in con-
text of relation extraction using deep learning, active and
transfer learning including supervised, semi-supervised
and unsupervised algorithms is discussed in the detailed
survey by the authors in [3]. A paper review of methods
that attempt to automate ontology construction and the
challenges involved are presented by the authors in [4].

To address the challenges of dynamic KGs, the authors
of [5] have devised the Dynamic Reasoning Network. The
interpretative neural model is used to predict relationships
in each step of the reasoning process. Pursuing another
strategy, the authors in [6] propose a dynamic graph
framework based on deep reinforcement learning. They
developed a novel dynamic reward function to acquire
the dynamic reasoning model. To update existing KGs,

MIPRO 2024/BIS-BDP 265

https://support.google.com/knowledgepanel/answer/9787176?hl=en&sjid=16070655908403787963-EU
https://support.google.com/knowledgepanel/answer/9787176?hl=en&sjid=16070655908403787963-EU


researchers in [7] implemented a solution consisting of
agents that operate using ontology defined concepts and
instances. In this context, the authors in [8] proposed
the KEQA framework based on the pre-trained KG em-
beddings. Since training questions and KG are always
updated dynamically, this scenario was not considered in
the proposed framework.

Regarding conversational systems, [9] proposes a QA
system that delivers the responses to user questions by
creating and querying SPARQL queries. There are alter-
natives to the NLP to SPARQL query conversion we use.
One of them is NLP2SQL [10], which converts natural
language texts into SQL queries. A supervised iterative
approach for the specific subgraph’s construction using
graph convolutional network (CNN) for sub-graph nodes
identification and answer extraction is proposed by the
authors of [11]. It enables the model to effectively answer
complex queries by pulling together disparate pieces of
information. Different learning approach frameworks and
novel entity detection models are proposed to resolve co-
reference in conversation [12], [13].

III. METHODOLOGY

We used two different areas to test our approach: the
enterprise and the medical domain. Each of the data
sets was treated individually by performing specific data
extraction and pre-processing. One algorithm was then
used throughout to create dynamic KGs for each use
case. In the enterprise area, we used a total of three
different data sets for training and validation purposes:
two open available data sets2,3 and one proprietary data
set collected from QA of various IT support platforms.
The customer support data sets, which include data on IT
problems, allow us to test our approach against real-world
scenarios. For example, if a user makes an inquiry about
frequent internet interruptions, the system selects the most
relevant troubleshooting recommendations, demonstrating
our system’s ability to adapt solutions based on user
context and query semantics. For the medical domain,
we extracted question-answer pair from different medical
guidelines [14]. Additionally, we used the Covid-Q open
source data set provided by the authors of [15]. These data
sets allow us to validate our approach to health-related
inquiries. For example, in the case of a request to reduce
blood pressure, our system identifies and suggests the
most appropriate recommendations from several possible
strategies, demonstrating the precision and adaptability of
our methodology.

A. Conditional Random Fields

Conditional Random Field (CRF) [16] is used primarily
for sequence tagging within our text processing pipeline,
crucial for the high contextual accuracy required in med-
ical text analysis. CRFs manage dependencies between

2https://www.kaggle.com/datasets/utsav15/it-helpdesk
3https://www.kaggle.com/datasets/suraj520/

customer-support-ticket-dataset

tags in sequences, which is vital for maintaining coherent
tagging sequences in complex medical information. For
instance, CRFs ensure that ”high temperature” is tagged
as a medical condition, avoiding misinterpretation with
non-medical contexts. After CRFs tag the components of
the text, Decision Trees classify these tags into refined
and precise categories. This classification is essential for
integrating the extracted data into a dynamic KG, enhanc-
ing the granularity of information. For example, after a
CRF tags ”ibuprofen” as a medication, a Decision Tree
further classifies it as an ”anti-inflammatory”, based on
additional contextual features captured by the CRF. Based
on the determination of the order and the determination of
a split-point in the sentence described above, we are able
to split the sentence into two parts: problem and answer.
We used the final result of this step as input data set for
algorithm implementation (see code 1).

B. Term Frequency - Inverse Document Frequency

In Natural Language Processing, TF-IDF is a statistical
model, usually used to overcome the limitation in the Bag
of Word (BOW) methodology [17]. It is a very useful
tool in recommendation, classification and information
retrieval applications. It is defined as ”formal measure
of how concentrated into relatively few documents are
the occurrences of a given word” [18]. The model works
in two phases: In the first phase, Term Frequency (TF)
is multiplied with Inverse Document Frequency (IDF)
as a local component. In the next phase, the result is
normalized to unit length by TF-IDF This methodology
gives importance to a term in a document if it occurs more
than once in that document, or penalizes it if a term occurs
very frequently in different documents in the corpus. It is
defined by the following product:

Definition 1. [18]

Let N be the total number of documents, let ni be the
number of documents in which the word with index i exist,
and Let fi,j be the frequency of a word with index i in a
document with index j, then the TF-IDF TF.IDF for a
word i in a document j is given by the product

TF.IDF = TFi,j · IDFi (1)

where

TFi,j =
fi,j

maxkfk,j
(2)

and
IDFi = log(

N

ni
) (3)

C. Dynamic Knowledge Graph

In recent years, knowledge graphs have become very
popular as a new way of representing knowledge. There is
no single definition of knowledge graphs, but a variety of
descriptions and definitions that have been published over
the past decade [19]. A general and informal definition
has been given by Paulheim in [20]:
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<? xml v e r s i o n = ” 1 . 0 ” e n c o d i n g =” u t f −8” ?>
<r e c o r d>

< i n p u t>In c a s e LAN n o t i s working i n a VM change ne twork s e t t i n g s t o Br idged and
c o n f i g u r e ne twork i n VM.< / i n p u t>
<c o n d i t i o n>In c a s e LAN n o t i s working i n a VM< / c o n d i t i o n>
<a c t i o n>change ne twork s e t t i n g s t o Br idged and c o n f i g u r e ne twork i n VM.< / a c t i o n>

< / r e c o r d>

Listing 1: Example of an information extraction from medical guideline using Conditional Random Fields (CRF)

Definition 2. [21] A knowledge graph (i) mainly de-
scribes real world entities and their interrelations, or-
ganized in a graph, (ii) defines possible classes and
relations of entities in a schema, (iii) allows for potentially
interrelating arbitrary entities with each other and (iv)
covers various topical domains.

Reasoning via graphs is particularly attractive if new
knowledge and conclusions can be gained from the data.
Rule-based, distributed and neural-based reasoning via
KGs as well as their applications in expert systems and
possible challenges are summarized by the authors in [21].

Definition 3. [22] Let V be the set of nodes and E the
set of edges and R = r1, r2, ..., rR be the set of relations
then a knowledge graph is a directed graph G = (V, E)
where each node vk ∈ V represents an entity or concept
and each edge ek = (vi, vj) represents a relation between
two nodes, i.e., E ⊆ V×R×V . In addition, an edge may
have weight or a relation type (e.g., ”is part of”).

In our Algorithm, we are using an extension of KG by
so called continuous-time dynamic graphs.

Definition 4. [22] A continuous-time dynamic graph is
defined as a pair (G,S) where S represents the set of
observations and graph G represents initial state of the
dynamic graph at time t0. Every observation is defined
as tuple of event type, event and timestamp. The event
type can be an edge, node addition, edge removal, node
merging, etc. In any time point t, a graph Gt can be
constructed by sequentially updating G according to the
observations S that occurred before or at time t. A discrete
time dynamic graph is defined as set of (G1, ..Gt), where
Gt represents a graph at time t defined as (Nt, Et), where
Nt and Et represent sets of nodes and edges in Gt,
respectively.

Fig. 1 shows the transition of a KG between states
t1 and t2. The term dynamic knowledge graph refers to
both continuous and discrete-time KGs. The first step of
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Fig. 1: Dynamic Knowledge Graph Transition

our approach was investigating a KG node classification
and developing a model for classifying each node into
one of pre-defined classes. Then, we considered reasoning
over the dynamic graph e.g. the interpolation problem and
investigated how to add a new node and how to predict
links between the nodes. Through continuous learning, our
approach is able to learn independently and adapt a KG
when new data arrives.

IV. ALGORITHM DESIGN

We used open-source data sets and a generated data set
in form of QA from textual data using CRF. This involved
employing CRFs to analyze the grammatical and syntactic
structure of sentences, enabling identification and extrac-
tion of question-answer formats. By engineering specific
features such as word tokens and Part-of-speech tags,
we trained the CRF model to recognize and differentiate
between questions and answers within the text, effectively
creating a structured QA data set from unstructured data
sources. For example, the sentence ”In a case of Covid
and high temperature, it is allowed to use paracetamol”
contains an answer to the question ”Which medications
are commonly used to alleviate the symptoms of Covid?”
or similarly ”What can be used in the event of Covid
and high temperature?”. The answer in both cases is
”Paracetamol”. We extracted these QA pairs as a new
data set for our proposed algorithm by extracting problem
(labeled as condition in Lst. 1) and answer (labeled as
action in Lst. 1) from a given input. The training and
testing (80/20 split) accuracy of the classification [23] for
our model was 0.97 and 0.89 respectively.

To calculate the f1 score [24], we define true-positive
data sets as those in which the problem was correctly de-
tected. Accordingly, records are classified as false-positive
if they were not fully recognized correctly. The second
category also includes cases where the problem was only
partially extracted or where the answer is additionally in-
cluded in the extracted problem. Classification as negative
here refers to the extraction of answers. True-negative
values are completely correctly recognized answers, while
false-negative classified answers were not completely rec-
ognized or contain parts of the problem. The overall f1
score for the entire data set is approximately 0.93.

An important step in the manipulation of the text model
is data cleaning and pre-processing (1 in Fig. 2). In the
first step of the document cleaning phase, we removed all
unnecessary symbols, punctuation marks, and duplicate or
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Fig. 2: Algorithm design

missing data. Using NLP techniques, we removed stop
words and lower-cased each token of the input text.

After using NLP to tokenize the words in the problem
description, we create a BOW dictionary. This repre-
sentation contains the word identification (ID) and its
frequency in the document. BOW does not consider the
relevance of words across documents, so we used the TF-
IDF (see Definition 1) approach (2 in Fig. 2) to enhance
the effectiveness of information retrieval. In this way, we
created a model with a corpus and the cosine similarity
measure. In this method, a term is given importance in a
document if it occurs more than once in that document,
or it is penalized if it occurs very frequently in different
documents in the corpus. TF-IDF ignores frequent words
and gives more importance to rare words. In this phase,
we performed a similarity query against the corpus.

In the second step, using the information results from
the previous step, a KG is initialized and constructed using
the NetworkX/Matplotlib library [25], [26] (3 in Fig. 2).
We created a KG for an existing (offline) model using the
rdflib library [27]. Our algorithm learns templates created
from QA pairs, following the approach from [28]. The
input QA pairs consist of question utterance u and the
corresponding answer set Au from the knowledge graph.
An example of a training utterance is ”Login credentials do
not work.” which is paired with the answer set Au = ”Go
to URL: reset.com, Enter you login id, enter password re-
ceived, reset password”. We model structured information
about extracted entities and relations in terms of triples
(subject - predicate - object). This way we can efficiently
retrieve detailed information by navigating through the
network of data points, often visualized as a graph. The
process involves converting textual data into numerical
representations, which is a common step in machine
learning models. Furthermore, to effectively interpret and
respond to queries, the model relies on a vocabulary that is
constructed from the training data. This vocabulary serves
as base to understand and generate language, allowing
the model to recognize patterns, context, and semantics
in the text it processes. We converted the text to numbers
and created a vocabulary. Using TF-IDF, we calculated
how many times each word occurs in the given data set
to obtain a numerical overview of the importance of the
words in the query for statistical analysis. The next step is
related to the processing of user queries. We investigated

if an existing query of the KG can be used to answer a
query and if it is necessary to update the KG with the input
to extend it. For a new query (4 in Fig. 2), we used cosine
similarity to check the similarity between the user query
and existing queries in the graph (5 in Fig. 2). Thus, we
find the existing query in the knowledge graph that has the
highest similarity score and compare it with the new query
(6 in Fig. 2). When the cosine similarity threshold of 0.4
is exceeded, the user is offered the answer to the existing
query with the highest similarity value (7 in Fig. 2). Here
we have analyzed two different cases: If A.) a query does
not match any node of the knowledge graph (does not
exist in the knowledge graph) or B.) is similar but not
equal (similarity score is under 98%) to an existing query,
we add the new query as node in the KG and connect it
with high scoring answers (8 in Fig. 2). In case of A.) user
feedback is used to update the knowledge graph with a new
QA pair (9 in Fig. 2). This way the model is continuously
learning and adapting on its own as new data requests
come in. The implementation of the algorithm in this
research paper has been validated against several openly
available data sets from the customer support and medical
domains. The proposed method supports an incremental
learning approach and real-time implementation.

V. RASA

Rasa Technologies Inc. developed Rasa4, a framework
proving functions to build chat and voice-based AI as-
sistants. We created rules, stories and Natural Language
Understanding (NLU) training data to build a scenario
based chatbot. We implemented functions for various use
cases in which users communicate with the chatbot:

• Users can extend the data set with additional pairs
consisting of problem and matching answer.

• Users can create and update the knowledge graph
based on the data set.

• For customer queries, we focused on question-answer
pairs. If users enter an issue, they receive the most
appropriate answers as output.

• Users can retrieve information about customers, em-
ployees and tickets. This includes analyses such as
response times, ticket data and contact information.

4https://rasa.com/docs/rasa/
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We integrated the prepared code blocks for Rasa 5 into
the provided structure and made some style adjustments.
The input is a question, e.g. on an IT topic, to the chatbot
in the user interface, which is processed in the back-
end, and then the user is presented with a list of possible
answers to the problem. The order within this list of results
is determined by the highest match, so the user is offered
the most likely answer first.

VI. ENERGY EFFICIENCY ANALYSIS

We examined the energy consumption characteristics
of the proposed approach in the domain of customer
support data sets (Tab. I). This examination primarily
focused on two key actions: dynamic knowledge graph
learning, which involves the construction and organization
of interconnected data nodes to represent relationships
within the data set, and visualization, which entails the
graphical representation of the created knowledge graph
to facilitate the interpretation and analysis of the data
set. Execution time, energy consumption and CPU were
investigated as key performance metrics across different
data sizes in the energy measurements analysis. The
measurement method and experiment setup adhere to
the methodology and guidelines outlined in the Green
Software Measurement Model by the authors in [29].
Measurements were conducted on a computer equipped
with 4GB of RAM (configured as two 2GB modules),
powered by an Intel Core i5-650 processor, and featuring
a dual-storage setup with a 500GB HDD and a 250GB
SSD, providing a blend of ample storage and efficient data
access. In this study, we assessed and evaluated the energy
requirements across three distinct scenarios throughout
the KG life cycle. Certain energy consumption patterns
emerged as data sizes varied across different percentages
(30%, 50%, and 100%) of the data set employed in the
proposed dynamic KG approach. When handling the full
data capacity, learning demands substantially more time
and energy than visualization, approximately four times
as long and nearly five times the energy. Reducing data
size leads to both processes becoming more efficient, but
learning continues to be the more resource-intensive task.
Notably, visualization maintains a consistent CPU load
across all data sizes, indicating stable demand. This trend
highlights the impact of data size on resource efficiency
and emphasizes the importance of optimizing computa-
tional tasks, especially in energy-critical applications. The
Python implementation, which covers the entire process
(Fig. 2), including the chatbot tool, and the results of the
energy measurement were published open source6.

VII. DISCUSSION AND OUTLOOK

The validation of knowledge graphs is a complex topic.
In our case, statistical quality measures [30] are not
suitable because we automatically generate KGs without
a pre-defined ontology. Huaman et al. [31] proposed two

5https://github.com/smfcoder/Rasa-Chatbot-with-React-JS-Interface
6https://gitlab.rlp.net/rgdsai/dyknograph

TABLE I: Energy Consumption Comparison Across
Different Data Sizes: Customer Support Data set

Data Action Avg. time(s) Energy[Wh] CPU
size /action Load

100%
Learning 746.60 17.36

25.93%Visualization 157.85 3.64

50%
Learning 269.55 6.29

27.03%Visualization 75.24 1.72

30%
Learning 88.83 2.06

26.16%Visualization 40.81 0.94

approaches for the validation of KGs. In triple validation, a
confidence value is calculated that uses syntactic similarity
matching to evaluate whether a property value of the gen-
erated KG matches the value in an external graph. Based
on this, instance validation calculates the degree to which
an instance is classified as correct. This approach can only
be used if there is a comparable data source. However,
depending on the procedure, it is possible to validate or
measure individual components. The training and testing
accuracies for the proposed question and answer extraction
model were 0.97 and 0.89, respectively. To improve the
performance of the KG in terms of creation and search
efficiency we will create subgraphs using clustering by
keywords. The degree of automation is to be increased
through an extraction and pre-processing component and
the replacement of Rasa with an advanced chatbot. We
plan to implement an active learning framework to con-
tinuously enhance the KG’s accuracy and relevance. This
enables the system to address areas of uncertainty or po-
tential inaccuracies by actively seeking user feedback and
additional data sources. We will also integrate explainable
AI techniques to ensure transparency in the validation and
expansion processes, thereby providing clear insights into
the reasoning behind each modification of the KG. This
dual strategy aims to refine the quality of our KG and to
foster greater trust and understanding among its users.

VIII. CONCLUSION

We have shown how the combination of machine learn-
ing, statistics and semantic knowledge can be used to de-
velop a support system for different domains. We applied
a discriminative CRF model for information extraction
and developed a feature extraction approach. With the
proposed model, we recognized QA pairs to be used as
input in the next phase. We used a combination of NLP
and TF-IDF to build a model with corpus and similarity
measure. The meaning of each term in the document is
given in terms of weights representing the association
between terms and problems, and a KG is created. Then,
we created a continuous learning model that can update
the KG with new tasks when the pattern of a question
is unknown and predict an answer to problems. While
simple databases could manage QA pairs, KGs excel in
complex interrelationships among entities, offering dy-
namic updates and scalability that flat data structures lack.
KGs support sophisticated semantic queries, for example
in medical domain, identifying all treatments for a con-
dition with a specific side effect, and utilize algorithms
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for enhanced data analysis capabilities. In addition, the
structure of the KG allows related questions and answers
to be linked so that answers to several stored questions are
identified as matching a user inquiry. These functionalities
are crucial for robust, complex data management and go
beyond the capabilities of traditional databases.

The algorithm has been validated against data sets
in the enterprise and medical domain. User feedback is
used to update the knowledge graph, but also to weight
possible offered answers when a similar query already
exists. Through this interaction, continuous learning is
enabled. The proposed approach demonstrates effective
scalability and varying efficiency across different scenarios
and data sizes. The data suggests that while creation is a
more resource demanding process, visualization maintains
consistent CPU load, indicating stable complexity.
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