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Abstract - One of the leading problems for using modern 

deep neural networks with sonars is the lack of datasets, 

even rarer are datasets that are collected with consumer 

class sonars. This paper introduces a novel side scanning 

sonar dataset for humans under water. Data is collected 

with consumer class Garmin 8400 Xsv sonar with 

GT54UHD-TM transducer. Dataset is collected in shallow 

coastal water of the Baltic Sea, near Rauma Finland. The 

dataset contains 331 images of humans, and 364 images with 

other objects like tires and rocks. Dataset contains cropped 

images from objects, and full resolution images. Data is 

collected from two different locations, with different sonar 

settings. All images are from two rescue divers at the bottom 

of the sea. This Paper also introduces standard data split for 

collected dataset for training, validation, and test data for 

benchmarking different models with dataset, and the data 

collection system based on ROS. 
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I. INTRODUCTION 
Every year, more than 500,000 people drown in the 

world, most of them children and young adults [1]. It is of 
paramount importance for the survival of the victim of an 
underwater accident that the location is rapid, and that 
rescue, and possible resuscitation can begin immediately. 
On the other hand, in cold water, the victim may, under 
certain conditions, be able to recover more than half an 
hour after being submerged. Nowadays in Finland, the 
search continues for at least an hour after receiving an 
alarm.  
 

In underwater rescue today, finding a victim is greatly 
influenced by the accuracy of the information about 
where the victim sank below the surface, if the place is 
well known and there are no significant currents in the 
place, there are a lot better chances of a successful rescue 
mission. The larger the area to be searched, the lower the 
chances of survival. It is especially difficult to find victim 
in murky waters, as conditions in Finland often are. 
 

The process of underwater rescue in Finland has 
remained virtually unchanged through the decades. The 
safety diver is on the beach and handles a safety rope 
attached to the diver doing the dive. The searching diver 
starts from the side of the sector near the shore and begins 
to move along the bottom towards the other side of the 
sector, feeling the bottom with his hands until the safety 
diver detects that the other side of the sector has been 

reached, signaling the rescue diver to stop, and giving an 
additional half a meter of the rope. by which the diver 
moves away from the shore and begins to move toward 
the other side of the sector, while the bottom is felt by 
hand. This is continued until the victim is found, the 
sector has been searched, in which case the search area 
can be increased, or it is stated that the victim has been 
below the surface for at least an hour and there is 
virtually no hope of survival, and urgent search can be 
stopped. 

 
Process has not changed much in recent years at least 

in Finland, even survey papers over 15 years ago were 
stating that development of autonomous underwater 
vehicles and cheaper consumer grade sonars where 
developed enough to start to deploy them in search and 
rescue mission [2]. 
 

Motivation behind this paper is to find the victim 
faster, with use relatively cheap consumer grade side 
scanning sonar with machine learning model to detect 
victim. These sonars targeted to consumers are priced 
from less than a thousand euros to couple of thousands of 
euros. Sonars used in research and in underwater robotics 
are usually lot more expensive from tens of thousands of 
euros hundreds of thousands of euros. Expensive sonars 
are usually more accurate, and in most cases, they are 
active scanning sonars, meaning that you get the full 
updated image even when sonar is still in place, opposite 
to cheaper side scanning sonars that will produce only 
one line of data, and sonar must move to get a full image. 
 

The problem is that there are almost no public datasets 
about sonar images, and many studies are done with very 
limited amount of data, as stated also by other sonar data 
searchers [3]. For this work search about other sonar 
datasets was done in: kaggle databases, paperswithcode 
databases, datasetsearch provided by google. 
 

kaggle datasets have 43 hits using sonar as keyword, 
most of these are replications of one old dataset that has 
sonar pings from rocks and mines [4]. Other search 
results are not related to underwater sonar but have for 
example twitter data where part of the user’s name has 
sonar and similar nonrelated datasets, actual only sonar 
dataset is rock and mine dataset. 
 

google over 100 hits with key word sonar, in this 
search there is also a lot of same rock or mine dataset 
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replications. Most of the datasets found with this search 
was from National Oceanic and Atmospheric 
Administration, which part of United states of America 
government. In this NOAA data there is a lot of raw side 
scanning sonar survey data from different oceans and 
lakes, another big part of this data is water column sonar 
data. Other USA government agencies also contributed 
with different water and ice column datasets. Other 
nations also have some other sonar survey datasets in 
these searches, for example Raw side scanning sonar data 
from Submarine structures in the mid-Irish Sea Area of 
Search, done by Irish government.  

 
One dataset was a website hosted by North Carolinas 

government agency NCDMF that has map with sonar 
scanned artificial reefs, where you can zoom in the map, 
and save the images of the reefs that you are interested. 
The entirety of this side scan sonar image dataset was 
obtained using towfish that were built by Chesapeake 
Technology and operated at frequencies of 1200 kHz and 
600 kHz. The subsequent data analysis was carried out by 
NCDMF Staff using SonarWeb and SonarWiz software. 
NCDMF staff members were responsible for gathering all 
field data from 2000 to 2015 [5].  

 
There is also a dataset of sonar images of shoals of 

fish, this dataset contains camera and sonar images of 
fishes in an aquarium. In total dataset contains 1334 sonar 
images, sonar used to record images is not specified [6]. 
 

In papers with code website there are only two datasets 
with sonar keyword in them, database contains over 7900 
datasets at the moment of the writing this paper. There 
are datasets about common garbage in the ocean [7], [8]. 
Another one is datasets about fishes, the CFC dataset, 
which comprises more than 1,500 videos from seven 
diverse sonar sources, With over 500,000 annotations of 
different fish species [9]. 

 
Outside of these dataset search engines, some datasets 

were found by reading papers related to AI methods in 
sonar data, and following references from those papers. 
An underwater observation dataset for fish classification 
and fishery assessment, 524 datapoints taken with 
DIDSON sonar, published 2013[10]. The ARACATI 
2017 dataset contains both optical aerial and acoustic 
underwater images, enabling researchers to compare the 
two perspectives. By utilizing these diverse image types, 
dataset allows researchers to examine how differences 
between image modalities can impact the accuracy of 
underwater localization [11]. 

 
Recently there has also been released a big dataset 

consisting of over 9000 Multibeam Forward-Looking 
Sonar images captured using Tritech Gemini 1200ik 
sonar. Dataset provides raw data of sonar images with 
annotation of 10 categories of target objects and contains 
images with human like doll [12]. This dataset is the 
closest that was found to ours, but it uses human like doll 

and not a real human, and it is captured using expensive 
sonar. 

 
 Most of the datasets containing sonar images are 

collected with expensive active scanning imaging sonars, 
and it is still common to not express the exact sonar 
model used in the metadata of the dataset. In our best 
efforts we didn’t find any public dataset that contains 
consumer class sonars with human images. Sonars that 
are used need to be cheap so that they can be deployed to 
small rescue departments, either used in boats or as part 
of an cheap underwater robot. 
 

II. CATHERING THE DATA 
The data was collected on a boat of the Satakunta 

rescue service, to which a Garmin 8400 Xsv sonar, and a 
GT54UHD-TM echo sounder were attached, as we can 
see in figure 1. The depth of the sensor could be adjusted 
by adjusting the height of the sensor mounting post, so 
data of different depths could be collected, even from the 
same places. When the boom was close to the maximum 
depth, it caused the sensor to wobble due to the water 
resistance, which could slightly reduce the accuracy of 
the data. However, this is likely to simulate the much 
faster movements of a much smaller underwater robot as 
it tries to maintain constant bearing and speed. The sonar 
image and other sensor data were collected in ROSBAG 
format on a laptop computer that acted as a ROS master. 
About 100 man-hours were used to collect the dataset, of 
which rescue divers accounted for about 30 hours. 
 

 
Figure 1 Data collection devices installed into the boat of the rescue 
department. Power to the laptop and to the sonar is taken from the small 
gasoline generator. The system is designed to be easy to fit to most of 
the small boats without any holes or other permanent marks [6]. 
 
    The data collection device shown in figure 2 had 
Garmin 8400 XSV. Main reason why this sonar plotter 
was selected was one of the few ones that had a HDMI 
output. So, it can be connected to laptop via HDMI to 
USB 3.0 capture card.  8400 XSV also has NMEA2000 
data bus, that is also connected to same data stream with 
teensy 3.6 board. Teensy board was acting as ROS node 
with ROS-serial node connected with USB 2.0 to laptop. 
Data collected from NMEA2000 bus contained GPS 
position, Speed over ground, heading and depth. The 
device also had BNO055 IMU board connected with 
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serial to USB 2.0 connection to laptop. Speed over water 
propeller sensor was used, but data was incorrect to point 
to be unusable. 
 

 
Figure 2 Data collection box, sonar plotter with touch screen is fitted to 
cover of the box. Meanwell power supply is fitted to the bottom of the 
box. IMU box, and NMEA2000 to ROS-serial microcontroller is clued 
to bottom in the left [7]. 
 
Sensor boom has 3 different sensors connected to it, as 
we can see from figure 4. First in the left is scanning 
sounder LVS12, next is GT54UHD-TM side scanning 
sonar, last sensor is a speed over water sensor. Sensor 
boom is made from aluminum. In figure 3 there is the 
connection diagram, where different connections, sensors 
and devices can be seen, all different dataflows are 
changed to USB signals before connecting to computer. 
 

 
Figure 3 a connection scheme of the data gathering setup. Lines are 
connecting cables, and boxes are devices.  

 
Figure 4 sensors that were used in the data collection. from the left first 
is real time sensor LVS12, next in the back side is GT54UHD-TM 
sonar, and the third sensor is speed over water paddle sensor [7]. 
 
    In all the images, the diver is wearing a wet suit and a 
face mask. In most of the pictures, the diver's oxygen 
bottles are so that they are not visible in the picture. 
Divers are in various positions in different pictures. Data 
was collected over two days at sea off Rauma. The first 
day's data is from the Syväraumanlahti area, and the 
second day's data is from the Maanpäännnokka area. In 
the data of both days, there are pictures from different 
points of the bottom in different positions of both divers. 
Divers have a considerable height difference. In the 
photos from the first day, both divers have flippers. There 
are no flippers in the photos from the second day. 
 
    The dataset has also left all the worst quality images, 
which humans have great difficulty in identifying. The 
Ground Truth information was obtained from these 
images because it was known that there is a person in it 
based on the time stamp and location. Otherwise, some 
would certainly have gone unrecognized. Including such 
low-quality images in the dataset will certainly worsen 
the detection accuracy but gives a more realistic picture 
of the actual detection percentage when using 
inexpensive consumer grade echo sounders. 
 
    During the data preparation phase, the ROSBAG files 
were manually reviewed and checked, and at the same 
time stamps were recorded for the points where a person 
can be seen. After this, a python program was prepared 
that goes through the ROSBAG files and saves the 
images from the timestamp points where there is a 
person. In addition to this, the data was reviewed a 
second time. In this round, we searched for all those 
timestamp points where some other objects can be found, 
which can be used in teaching the neural network for 
teaching negative cases. Of course, many more such 
images could have been captured from the data, but we 
wanted to keep the ratio of positive and negative cases 
close to one. As we can see from picture figure 5, there 
are usually more than one object, a pile of rocks or 
another pattern in the bottom, that can be used. In figure 6 
we can see an example of the image where there is a 
human in the image, some images are easier for humans 
to recognize than others, this one is between easy and 
average.  
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Figure 5 Full size picture from the dataset, boat moves from the bottom 
to the top, black area is the height of the water, and then finally the sea 
bead in left and right. 

 

 
Figure 6 We can see the human in side scanning image, diver is located 
upper left side of the image, not all images in dataset are as easy find for 
human eye as this one, legs of the diver are easy to detect in this image 
[13].   
 
After that, the pictures were in the form shown in figures 
5 and 6. After that, the picture of the desired object was 
still cut from the larger picture. The final images have a 
resolution of 100x70 pixels and have three color 
channels. This cropped image size was used, because 
almost all images fit nicely on that. As we can see from 
figures 7, many patterns of the bottom can look a little 
like a human. In figure 8 we can see one example of the 
final cropped human image. 
 

 
Figure 7 Cropped image taken from Figure 4, this is example of what 
kind of features the are in the negative dataset, from pictures where the 
are some features in the bottom what are not humans. 
 
 

 
Figure 8 This image is the cropped version of figure 6. In the image, the 
diver is lying on his stomach at the bottom of the sea, legs are in upper 
right part of the picture, body of the diver is casting small shadow 
behind him in the upper body [13]. 
  
   The reliability of the collected sonar data is good, and 
the internal optimal error is zero in light of the best 
information, but its external reliability is more difficult to 
define. This refers to how well the data represents all 
cases that can occur in transom echoes with a person on 
the waterbed. The only practical way to measure this is to 
use data from two different days as a separate data set in 
neural network training, one for training and validation 
and the other day's data for testing. If the results of the 
neural network trained with the training data generalize to 
the test data, it can be said that the dataset is 
comprehensive enough to generalize at least to a certain 
extent to the general situation with the sonar used. This 
can be said because there are many differences in first 
and second day data, depth is different, bottom of the sea 
is different, brightness settings are different, and the 
divers don’t wear flippers in second day, what makes the 
shape of the foot different. With small dataset like this, 
division to different days we can test the generalization of 
the model a lot better, and this is recommended way to 
use this dataset. 
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    The final training/validation data set collected on the 
first day consists of 205 images of a person at the bottom 
of the sea, and 249 images with an object other than a 
person. Images of, for example, stones, plants, and car 
tires belong to this category. In addition to this, the test 
data set made from the data set recorded in the second 
data collection session contains a total of 125 images of 
people at the bottom of the ocean and 84 images where 
there are other objects or plain bottom of the ocean. All in 
all, there are a total of 695 pictures, of which there are 
331 pictures of people, and 364 pictures without people. 
 
    Default dataset division is done in the way that would 
make train and validation dataset as separated from the 
test data as possible, and the second dataset is assigned to 
test date. Train and validation are made from the first 
dataset, by splitting it with random function. Full size 
images and cropped images of human are all with one-to-
one naming, starting from 000000.jpg. Nonhuman images 
are not always one to one mapped from full size to 
cropped, because there are some pictures with multiple 
cropped pictures. 
 
Default division for train and validation datasets, is 
provided with the dataset. Dataset is ready to use with 
neural networks without any preprocessing, with 
categorical detection networks like densenet, renesnets, 
and object detectors based on that kind of networks. This 
is main intended use of dataset, because in general that 
type of detectors needs less data to train, and the nature of 
the image produced by side scanning sonar is that is 
updated one horizontal line at the time, so sliding window 
type of object detection fits well to the problem. 
Extensive data augmentation is recommended, because of 
the small dataset size. If used with Yolo type object 
detection algorithms then use of full-size images are 
recommended, and annotation is needed, and is not 
currently provided with the dataset.  
 

III. CONCLUSION AND DISCUSSION 
There are many well-known limitations in this 

published dataset. The size of the dataset is still very 
limited, and it contains only data from the two different 
people, and all pictures are from adults, also in the 
images divers have wet suit, and that might give a 
different echo than human skin or other clothing. Still, it 
gives a novel dataset to understand what kind of quality 
can be obtained from relatively cheap side scanning 
sonars, and there is enough data to do preliminary tests 
with neural networks. 

 
One important observation was that with consumer 

class sonars, the depth of the water needs to be shallow, 
best range seems to be from 1,5 – 3 meters and after 6 
meters the human size object starts to be too small to 
detect for trained human eye. That means that sonar 
connected directly on the bottom of the boat limits the 
detection range to quite shallow water. Use of the sensor 
boom can extend this with some meters. Other options 

are to use depth controlled towed sonar, or underwater 
robot. 

 
Dataset can also be used for training for rescue people 

for use side scanning sonars without any computer vision, 
with sonars mounted in to the boat. Observation after 
doing the work with this dataset is that after looking at 
sonar data with humans, detection comes a lot easier. 
Typical features start to clearer to see. In shallow murky 
coastal waters this could be helpful to detect victim faster 
than current methods. 

 
Data is published in github repository, with following 
link: https://github.com/tonaalt/sonar_human_dataset 

IV. FUTURE STUDIES 
Next work is to publish results of the trained neural 

networks based on this data, using different neural 
network architectures. This study has been mostly done, 
but still no peer review papers have been published.  
 

More data is needed to gather, to get more certain 
results, and it would be better to collect some images 
without wetsuit. An interesting option that we have been 
starting to investigate is the creation of synthetic or semi-
synthetic data using different AI and traditional methods. 
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